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Morphologically-complex words such as distrust, trusty, or trustworthy constitute a large proportion of words in most of the world’s languages.  They also constitute the primary means for lexical productivity, with up to 70% of new English words over the past 50 years comprising novel combinations of existing morphemes (e.g., arborist, therapise, bioweapon; Algeo, 1991).  It is therefore unsurprising that the delineation of mental processes involved in the recognition of morphologically-complex words has been one of the key topics in psycholinguistics over the past 30 years (e.g., Taft & Forster, 1975).  There is now a relatively broad consensus that morphologically-complex words are analysed in terms of their constituent morphemes (e.g., {dark} + {-ness}) during word recognition, though fundamental questions remain such as to how to define morphological complexity and whether decomposition constitutes an all-or-none phenomenon.  
One of the most influential pieces of work to emerge over the past 30 years was written by Marslen-Wilson and his colleagues and published in Psychological Review (Marslen-Wilson, Tyler, Waksler, & Older, 1994).  Marslen-Wilson et al. promised a more unified framework for understanding the representation and access of morphologically-complex words, in a literature which they regarded as “conflicting and inconclusive” at that time.  They conducted a series of cross-modal priming experiments in which participants made lexical decisions to visual targets preceded by auditory primes.  Their chief rationale for using this task was that they believed it would permit inferences to be drawn regarding the structure of a ‘modality-independent lexical entry’, as opposed to some ‘modality-specific access representation’.   The key finding was that morphological priming was observed only when the relationship between prime and target was semantically transparent (e.g., hostess-host) but not when it was semantically opaque (e.g., missile-miss).  This finding led to the important conclusion that morphologically-complex words are represented in a decomposed manner at the level of the lexical entry, but only in cases in which the meaning of the full form can be derived from the meanings of its constituents (i.e., when the full form is semantically transparent; e.g., darkness, kindly).  In cases in which the meaning of the full form cannot be derived from the meanings of its constituents (i.e., when the full form is semantically opaque; e.g. department, gingerly), Marslen-Wilson et al. proposed that the full form is represented at the level of the lexical entry in a non-decomposed manner.  
The work of Marslen-Wilson et al. (1994) had an immediate impact on research investigating the processes underlying the recognition of morphologically-complex words (e.g., Drews & Zwitserlood, 1995; Frost, Forster, & Deutsch, 1997; Rastle et al., 2000) and on research investigating the breakdown of these processes in patients with brain injury (e.g., Miceli, 1994; Rastle, Tyler, & Marslen-Wilson, 2006; Tyler & Ostrin, 1994).  It was also central to the development of a distributed-connectionist perspective on morphological processing (e.g., Plaut & Gonnerman, 2000; Rueckl & Raveh, 1999), in which morphology is seen as a characterisation of the mapping between form and meaning.  These models posit that morphologically-complex words are represented componentially in the learned internal representations that mediate orthography (or phonology) and meaning (so that the representation of ‘hunter’ overlaps that of ‘hunt’), but that these componential representations develop only to the extent that the morphologically-complex word is related in meaning to its stem.  This means that morphologically-structured words that are semantically opaque (e.g., witness, department) should develop internal representations that are unlike their stems in these models.  
Despite the impact of Marslen-Wilson et al. (1994), the publication ten years later of two articles in French (Longtin, Segui, & Halle, 2003) and in English (Rastle, Davis, & New, 2004) suggested that this seminal work had not told the right story, or at least had not told the whole story.  These two groups of authors both used a visual masked priming paradigm to investigate semantic effects on morphological priming.  In contrast to the results of Marslen-Wilson et al. (1994), these authors reported substantial priming for derived-stem pairs, which was not influenced by semantic transparency.  Critically, semantically-transparent (e.g., hunter-hunt) and semantically-opaque (e.g., department-depart; corner-corn)
 pairs yielded significantly greater priming effects than prime-target pairs with an orthographic but no morphological relationship (e.g., brothel-broth), indicating that they could not be attributed to pure orthographic (or phonological) overlap.  Further, the priming effects from semantically-opaque pairs were similar in magnitude to those from semantically-transparent pairs.  
On the theory expressed by Marslen-Wilson et al. (1994, also Plaut & Gonnerman, 2000; Rueckl & Raveh, 1999), it was not clear how one would explain the robust priming effects seen in the semantically opaque condition, since on that theory only semantically-transparent derived words share lexical representations with their stems.  Marslen-Wilson et al. had originally proposed that the lexical representations that they were interested in might be accessed through a ‘modality-specific input parser’ – and one could claim that the masked priming effects observed by Longtin et al. (2003) and Rastle et al. (2004) reflected the operation of such a procedure.  However, Marslen-Wilson et al. ultimately rejected the notion of this input parser precisely because of the problem of morphologically-structured words that are semantically opaque.  They argued that without replicating syntactic information already stored in the lexical entry, the input parser would be unable to decide accurately that  a word like ‘vanity’ should be decomposed but that a word like ‘vanish’ should not.  Thus, they favoured a model in which the (orthographic or phonological) input is mapped directly onto modality-independent lexical representations, in which morphologically-complex words were proposed to be decomposed only if they were semantically-transparent.  Of course, such a model provided no explanation for the masked priming effects observed ten years later.  The findings of Longtin et al. (2003) and Rastle et al. (2004) thus seemed to demand a radically different theory in which the decomposition of morphologically-structured stimuli (at least in visual word recognition) is based purely on the appearance of morphological structure and is unaffected by semantic information (Rastle et al., 2004; Rastle & Davis, 2008).  
This chapter considers the proposals of Marslen-Wilson et al. (1994) in the light of the evidence published over the past 15 years focusing in particular on priming data (mostly in the visual domain).  In the first section of the chapter we argue that the role of semantic information in the initial decomposition of morphologically-complex words is negligible. The second section of the chapter then considers whether there is any evidence that semantic information constrains morphological decomposition at later stages of analysis, or whether effects such as those reported by Marslen-Wilson et al. (1994) could be explained as a result of the close semantic and form relationship between morphological relatives (Gonnerman et al., 2007; Plaut & Gonnerman, 2000).  Having determined that semantic information does constrain morphological decomposition at some stage of analysis, the third section of the chapter then describes two ways in which semantic information might have an influence on decomposition.  The chapter closes by considering some questions about the acquisition of morphological information and the potential role of semantic information in this process.  
1.  Does semantic information constrain the initial decomposition of morphologically-complex words? 


The role of semantic information in early morphological processing has received considerable interest in recent years. The key question is whether semantic transparency is necessary for the initial decomposition of morphologically-complex words. The articles by Longtin et al. (2003) and Rastle et al. (2004), which showed derived-stem masked priming effects for semantically-opaque complex words, started the debate. They brought into doubt the proposal by Marslen-Wilson et al. (1994) that non-transparent morphologically-complex words are represented as full forms at the level of the lexical entry. Since then, numerous studies have looked at this issue. Rastle and Davis (2008) reviewed nineteen masked priming studies in which derived-stem priming of opaque morphological pairs (e.g., corner-corn) was compared with derived-stem priming of transparent morphological pairs (e.g., hunter-hunt) and/or non-morphological form pairs (e.g., brothel-broth; all against an unrelated baseline).  They reported average priming effects of 30 ms for transparent pairs, 23 ms for opaque pairs, and 2 ms for non-morphological form pairs.  Rastle and Davis (2008) interpreted these data as being inconsistent with the theory proposed by Marslen-Wilson et al. (1994), because if non-transparent complex words are represented only as full forms, then recognition of targets like ‘broth’ should be influenced to the same degree by morphologically-structured primes like ‘brother’ and by non-morphological primes like ‘brothel’. Instead, they argued that the data implicate a rapid morphological segmentation procedure based on the appearance of morphological structure, and that operates without regard to semantic information.
Though it is clear from these data that semantic transparency is not necessary for decomposition, the proposal that the initial decomposition of morphologically-structured stimuli is truly blind to semantic information has since been challenged, leading to the secondary question of whether semantic information influences this decomposition. Feldman and colleagues (2009) pointed out that the 7ms transparency effect in Rastle and Davis’ (2008) meta-analysis is significant if the grand means from the various studies are used as individual data points in an analysis that compares priming effects in transparent and opaque conditions via a t-test.
  On the basis of this result and an additional experiment which yielded a robust transparency effect and no priming for opaque pairs at all, Feldman et al. (2009) claimed that semantic information plays a role in morphological decomposition right from the earliest time points of word recognition.

However, in assessing the magnitude of priming effects across the transparent and opaque conditions in the analysis of Rastle and Davis (2008), it is important to recognize that the 7 ms significant effect is driven entirely by two experiments conducted by Diependaele et al. (2005), in which the transparent priming effect averaged around 24 ms and the opaque priming effect averaged around -5 ms.  Critically, these two studies differed from the others in substantive ways: (a) in the first study, a backward mask was inserted after presentation of the 53 ms prime, taking the SOA outside of the range of the other studies; and (b) in the second study, stimuli were repeated three times over various SOAs during the experiment (13 ms, 40 ms, 67 ms), and participants were also exposed to all primes and targets during the practice session.   Once these two studies are excluded, the transparency effect over studies becomes a non-significant 3ms, with every remaining study showing significant opaque priming (mean 28 ms, range 18ms-51ms).  The validity of Feldman et al.’s (2009) own work comparing priming effects across transparent and opaque conditions is also questionable given that a large number of their opaque items were not morphologically structured (e.g., coyness-COIN; harness-HARP; saccade-SACK; see Davis & Rastle, in press, for a discussion of these issues).  Thus, we claim that there is at present no convincing evidence that semantic information influences the initial decomposition of morphologically-complex words.  
2.  Does semantic information constrain morphological decomposition at any stage of analysis? 

Having argued that the initial decomposition of morphologically-complex words is not governed by semantic transparency, a question then arises as to whether the decomposition of these words is constrained by semantic information at any stage of analysis. There have certainly been plenty of replications of the original findings of Marslen-Wilson et al. (1994) in which morphological priming effects are observed only in semantically-transparent cases.  These replications have normally come from paradigms in which primes can be perceived consciously, such as cross-modal priming (e.g., Longtin et al., 2003), visual priming with fully-visible primes (e.g., Rastle et al., 2000), and long lag priming (in which a number of items separate prime and target; Drews & Zwitserlood, 1995; Rueckl & Aicher, 2008).  Together with the masked priming data, these findings have led some to suggest that word identification might be characterized by two kinds of morphological decomposition, one orthographically based and one semantically based, which arise at different time points in the recognition process (Meunier & Longtin, 2007; Rastle & Davis, 2003; Rastle et al., 2004).  
The problem with this evidence is that it has been difficult to demonstrate that the morphological effects being observed (e.g., ‘departure’ priming ‘depart’) cannot be attributed to semantic overlap or, more likely, to a combination of form plus semantic overlap (Gonnerman et al., 2007).  For example, though Rastle et al. (2000) reported a large transparency effect in their study of visual priming with fully-visible primes (SOA 230 ms), transparently-related morphological pairs in their study (e.g., departure-DEPART) produced statistically equivalent priming to semantically-related pairs (e.g., cello-VIOLIN) and to pairs that were semantically and orthographically similar (e.g., glisten-GLASS).  Marslen-Wilson et al. (1994) encountered a similar problem: they reported no difference between transparent derived-stem priming (e.g., hunter-hunt) and pure semantic priming (e.g., idea-notion) in their cross-modal task.  Thus, it is not clear from these studies whether the priming effects for transparent items reflected morphological processing, or instead, whether they reflected semantic similarity or some combination of semantic and orthographic similarity.  Rueckl and Aicher (2008) made some headway on this problem in showing that long-lag priming for semantically-transparent derivations could not be reduced to semantic similarity between prime and target (priming effects for teacher-TEACH pairs measured a robust 52 ms while priming effects for ocean-WATER pairs measured a non-significant 6 ms).  However, it remains possible that the priming effects for transparent derivations arose due to some combination of orthographic plus semantic similarity.  This possibility could be investigated by comparing effects for transparent derivations against effects produced by pairs such as screech-scream or glisten-glass as in Rastle et al. (2000).   
Marslen-Wilson et al. (1994) originally noted that an account based on pure semantic overlap could explain their key findings (e.g., priming for punishment-punish pairs but not for department-depart pairs). However, they ruled this out when no priming effects were observed for transparent pairs in which both prime and target were suffixed (e.g., saintly-sainthood) – a finding that they attributed to cohort-related competition between suffixed forms in which a suffixed word not only activates the lexical entry for its stem but inhibits every other suffixed form that shares the same stem.  Clearly, an account of Marslen-Wilson et al.’s findings based on pure semantic priming would have predicted an effect here as well as in all of the other semantically-related conditions.  However, for an effect on which so much theoretical weight rested, it is disappointing that Marslen-Wilson et al. (1994) did not attempt to replicate their suffix inhibition effect, especially since every other combination of derived-derived pairs yielded significant priming as long as they were transparent, including prefixed-prefixed pairs (e.g., unfasten-refasten), prefixed-suffixed pairs (e.g., distrust-trustful), and suffixed-prefixed pairs (e.g., judgment-misjudge).  To make matters even worse, there is no indication of a suffix-suffix inhibition effect in masked visual priming or in visual priming with fully visible primes (Rastle et al., 2000).  Particularly if this latter task is thought to reflect the same lexical representations as are tested in cross-modal priming, then similar competitive processes would have been expected despite the fact that primes were visual.  Finally, the recent article by Gonnerman et al. (2007) reported robust cross-modal priming effects for suffixed-suffixed pairs, thus failing to replicate Marslen-Wilson et al. (1994).  In this light of all of these data, it is difficult to rule out an account of Marslen-Wilson et al.’s (1994) findings based on pure semantic overlap.  
In our view, the best evidence that semantic information constrains morphological decomposition at some stage of analysis comes from work by Meunier and Longtin (2007) based on earlier work by Longtin and Meunier (2005). These studies looked at priming for French morphologically-structured nonword primes, comparing (using English examples) interpretable prime-target pairs like rapidify-RAPID (to make rapid) to uninterpretable pairs like rapidion-RAPID and non-morphological pairs like rapidilk-RAPID. Using visual masked priming, Longtin and Meunier (2005) found that (a) morphologically-structured primes yielded robust priming effects that could not be reduced to pure orthographic overlap; and (b) these effects did not depend on the semantic or syntactic interpretability of the nonwords.   Longtin and Meunier (2005) argued that these effects were consistent with the notion of a rapid morphological segmentation process blind to lexical and semantic information.  Meunier and Longtin (2007) then used the same stimuli in a cross-modal priming experiment in which they found that only the interpretable morphologically-structured primes yielded significant priming effects.  The uninterpretable primes yielded effects that could not be distinguished in magnitude from the non-morphological form primes.  These cross-modal priming data show that semantic information constrains priming for these items at longer time courses and are difficult to explain on the basis of pure semantic overlap (or on the basis of some combination of semantic and form overlap) because nonwords have no semantic representations.  It is only by virtue of the decomposition of a stimulus like ‘rapidify’ that its meaning ‘to make rapid’ becomes clear.   
3.  How might semantic information play a role in morphological decomposition? 


The data thus suggest that there is an initial form of decomposition (at least in visual word recognition) that is unaffected by semantic information and that is based solely on the appearance of morphological structure.  This orthographically-based decomposition then appears to give way to a type of decomposition that is semantically informed.  Though some have argued that these orthographically-based and semantically-based forms of decomposition might arise in parallel during word recognition (Diependaele et al., 2005), it seems significant that the orthographic form of decomposition is observed primarily using masked priming techniques (but see Bozic et al., 2007, who observed orthographically-based decomposition in an fMRI study using long-lag priming), and that the semantic form of decomposition is observed primarily using techniques in which the prime is displayed for a longer period and is accessible to conscious analysis (e.g., cross-modal priming, long-lag priming, visual priming with fully visible primes). This body of results thus lends itself to a hierarchical model of word recognition in which the analysis of form is followed by the analysis of meaning over the time course of recognition (contra Feldman et al., 2009).  

One way to instantiate this kind of hierarchical model in respect of morphology was described by Rastle et al. (2004; also Rastle and Davis, 2003, 2008) and is illustrated in Figure 1.  The general idea behind this theory is that the two forms of decomposition observed behaviourally reflect decomposed representations at two separate levels of the recognition system: (a) a level of representation that characterizes the earliest stages of word recognition in which morphologically-complex words are decomposed based on the appearance of morphological structure; and (b) a level of representation that characterizes later stages of processing in which morphologically-complex words are decomposed on the basis of semantic transparency.  This theory is an extension of the distributed-connectionist theories described earlier (e.g., Davis et al. 2003; Plaut & Gonnerman, 2000; Rueckl & Raveh, 1999) that focus on the second (semantically-informed) type of decomposition.  Rastle et al. (2004) proposed that these models could also explain the first (orthographically-based) type of decomposition if they assumed that orthographic representations are organized morphologically – a proposal that Rastle and Davis (2008) later fleshed out with three theories of how orthographic representations might become morphologically structured in the acquisition process (such that orthographic representations of ‘corner’ come to overlap those of ‘corn’).  This theory thus posits that distributed representations for ‘hunter’ and ‘hunt’ and for ‘corner’ and ‘corn’ overlap at the orthographic level, but that in the hidden units mediating form and meaning only those distributed representations for ‘hunter’ and ‘hunt’ are overlapping.  
How then might this two-level theory account for the observation of two functionally-distinct forms of decomposition?  Rastle and Davis (2008) argued that this could be achieved as long as it were assumed that masked priming effects reflect orthographic levels of processing while longer-SOA paradigms reflect higher levels of processing (i.e., representations in learned internal units). In the case of briefly-presented masked primes (e.g., 40 ms), it seems reasonable to suggest that the units predominately activated are orthographic, as semantic priming effects in masked cases are extremely difficult to find.
 Conversely, in the case of auditory primes or visual primes presented for a longer period (e.g., 200 ms), it seems reasonable to suggest that the units predominately activated are semantic, as these are precisely the situations in which robust semantic priming effects are observed (e.g., Marslen-Wilson et al., 1994; Rastle et al., 2000) and in which orthographic priming effects are weak and unreliable (Forster & Davis, 1984).  Thus,  we might predict that savings on target processing would arise in the orthographic units in the case of masked primes (thus yielding effects for ‘corner-corn’ and ‘hunter-hunt’ pairs), and that savings on target processing would arise at higher levels of processing in the case of unmasked primes (thus yielding effects only for the ‘hunter-hunt’ pairs).  However, it is clear that there are many gaps left to fill in this theory: the most immediate of these is whether or not distributed connectionist models of this kind can perform the lexical decision task in a manner consistent with the way that human readers can perform the task (see Coltheart, 2004; Rastle & Coltheart, 2006, for discussion).  Filling this gap is necessary of course if we are to delineate precisely how the primes in these various priming paradigms yield savings on target processing.



          -- Insert Figure 1 about here –


It is also possible that the two forms of decomposition observed behaviourally are consistent with a model in which there is only a single level of processing at which representations are decomposed.  This kind of single-level theory was described by Meunier and Longtin (2007) and involves an initial decomposition based on the appearance of morphological structure followed by a process of semantic and/or syntactic integration in which inappropriate decompositions (e.g., a ‘corner’ being interpreted as ‘someone who corns’) are ruled out.  Meunier and Longtin (2007) outlined two theoretical instantiations of this integration process, the first of which consisted of an extension of the model proposed by Taft (2004; also Taft, 1994).  On this theory, a novel pseudoword like ‘quickify’ would first be decomposed into its morphemic constituents and, following activation of these morphemes at a lemma level of representation (proposed to reside between orthographic and semantic representations), semantic features of the components would be activated and combined to yield the concept {to make quicker}.  This process of semantic integration would fail for semantically uninterpretable pseudowords like ‘walkify’ and according to Meunier and Longtin (2007), would thus result in “the loss of any morphemic activation” (and consequently no evidence for savings in the processing of the target ‘walk’).  However, it should be clear that delineating precisely how morphemic activation is “lost” under these kinds of circumstances will be critical in respect of this theory’s success in explaining why ‘walkify’ doesn’t prime ‘walk’ under cross-modal presentation conditions.  
The other single-level theory described by Meunier and Longtin (2007) was based on the notion of a ‘licensing procedure’ (as described e.g., by Schreuder & Baayen, 1995) that checks the grammatical appropriateness of morphemic combinations rather than their semantic interpretability.  On this theory, a novel pseudoword like ‘walkify’ would first be decomposed into its morphemic constituents during an ‘access’ stage of processing, but would then fail at a licensing stage ( –ify cannot attach to verbs).  Only those decompositions for which the licensing process is successful go on to a ‘combination’ stage in which a lexical representation is computed from the syntactic and semantic properties of its morphemes.  Presumably, masked primes would be expected to activate representations only at the access stage of processing (in which both ‘corner’ and ‘hunter’ would be decomposed), whereas primes exposed for a longer duration would be expected to activate representations at the combination stage of processing (in which lexical representations are computed only for those combinations that pass the licensing stage).  However, one key question in respect of this theory concerns pseudo-derivations like ‘whisker’ and ‘number’ for which the licensing stage would be completed successfully (-er can attach to verbs and adjectives), but for which the computed lexical representation (whisker: ‘someone who whisks’; number: ‘more numb’) is not the correct meaning of the word.  
Though Meunier and Longtin’s data could not speak to whether inappropriate decompositions are ruled out on the basis of semantic or syntactic information, one piece of data that favours their single-level semantic theory was reported by Rastle et al. (2000).  They examined priming effects for transparent morphological (e.g., hunter-hunt), opaque morphological (e.g., department-depart), and non-morphological semantic (e.g., violin-cello) pairs at prime exposure durations of 43 ms, 72 ms, and 230 ms.  Results revealed priming effects for the transparent morphological pairs that did not differ as a function of prime exposure duration.  However, priming effects for the opaque morphological pairs and the non-morphological semantic pairs appeared to arise in direct opposition to one another (see Figure 2).  Priming effects for opaque morphological pairs were robust at the shortest prime exposure duration, absent at the longest prime exposure duration and somewhere in between for the middle prime exposure duration.  In contrast, priming effects for the semantic pairs were absent at the shortest prime exposure duration, robust at the longest prime exposure duration and, again, somewhere in between for the middle prime exposure duration.   These data seem consistent with the notion that the increased activation of semantic information through the time course of recognition serves to refine the form-based morphological segmentations that characterize earlier points in the recognition process.  



--  Insert Figure 2 about here – 


Recent neurophysiological data reported by Lavric et al. (submitted) nicely complement these behavioural findings.  Lavric et al. examined the neural correlates of morphological priming using ERPs – comparing transparent morphological (e.g., hunter-hunt), opaque morphological (e.g., corner-corn), and non-morphological form (e.g., brothel-broth) conditions in a visual priming paradigm with fully-visible primes (SOA=227ms).  Unsurprisingly, they observed robust attenuation of the N400 component for targets preceded by related as opposed to unrelated primes.  More interestingly, when they divided the N400 range that they analyzed in half (300ms – 379ms and 380ms – 459ms), they observed a significant three-way interaction between priming (related or unrelated), condition (transparent, opaque, or form), and time window (early or late).  Specifically, in the earlier time window they observed robust priming of equivalent magnitude in the opaque and transparent conditions, both of which yielded greater attenuation of the N400 than was the case in the form condition.  However, in the later time window they observed a reduction in N400 priming in the opaque condition such that it became indistinguishable from that in the form condition, while N400 priming in the transparent condition remained robust.  These findings are again consistent with a theory in which decompositions are based initially on form and then are progressively refined through information that becomes available later in the time course of recognition. 
4.  Further Directions

The theory that we have described – decomposition based entirely on form followed by a refinement process based on higher-level information – seems somewhat in conflict with the fact that morphemes are by definition units of meaning.  Indeed, it is the semantic content of morphemes that places them at the heart of lexical productivity, so it is difficult to understand why semantic information seems to play such a limited role in the decomposition of morphologically-structured words.  Thus, one question that would be interesting to investigate is whether semantic information is necessary for (or perhaps plays a significant role in) the acquisition of the form-based morphemic representations used to segment stimuli in the recognition process.  
Rastle and Davis (2008) proposed three theories concerning the discovery of morphemic knowledge from exposure to morphologically-complex words.  The first two theories suggest that morphemic knowledge is acquired on the basis of form information alone – specifically, through sensitivity to (a) information about transitional letter probabilities within morphemes and across morphemic boundaries in morphologically-structured words (see also Rastle et al., 2004; Seidenberg, 1987); and (b) information about the frequency with which particular letter clusters (e.g., affixes) arise in combination with other familiar letter sequences (e.g., stems).  However, the third theory posits that higher-level regularities between form and meaning drive lower-level orthographic learning of morphemic units.  On this theory, semantic knowledge of morphologically-complex words facilitates the acquisition of form-based morphemic knowledge by reinforcing the preferred orthographic alignment of morphologically-complex words into their constituents. Thus, while it is clear that semantic information plays a limited (or negligible) role in the online decomposition of morphologically-structured stimuli, it could be that the strength of the morphemic representations used in this decomposition process is determined by the extent to which those morphemes occur in semantically-transparent, consistent contexts (e.g., in which a particular stem or affix is consistently associated with a particular meaning).  
The acquisition of morphological knowledge has been studied in some detail in children and second language learners. Although the role of semantic information in morpheme learning has not been the focus of these studies, there is some evidence that semantic information does affect affix acquisition with semantically transparent affixes being learned more quickly (e.g., Mithun, 1989). These studies concern the acquisition of natural affixes (all of which have semantic representations) in uncontrolled settings, however, and do therefore not provide a direct way of comparing the theories described above. We have to turn to studies of word learning in adults to find experiments looking at the effect of semantics in acquisition in a more controlled manner. However, research in this field has been largely inconclusive. While a study by Leach and Samuel (2007) suggested that semantic information is important for the lexicalisation of newly learned words (see also Tamminen & Gaskell, 2008), Dumay, Gaskell, and Feng (2004) found no additional benefit of including semantics in their word learning study. The study which comes closest to examining the role of semantics in the acquisition of morpheme-like units is in a paper by Rueckl and Dror (1994). They provided participants with 36 words containing six different endings which they paired either systematically or inconsistently with six semantic categories. They found that items trained systematically were not only learned more quickly but were also identified faster in an identification task in which the presentation duration was adjusted to 50 percent accuracy. This could suggest that form-meaning regularities are important in the acquisition of sublexical units. 
Thus, the part semantic information plays in morpheme acquisition has remained largely unexplored. Recent work by Merkx, Rastle, and Davis (2008) suggests a novel way in which to examine semantic effects in morpheme learning in a controlled laboratory setting. Participants are trained on novel affixes (e.g., -nule) that appear in novel word contexts (e.g., sleepnule, buildnule), and then tested on a range of tasks reflecting online and offline morphological processing. Though this research is at a preliminary stage, we have shown that this paradigm can be used successfully to create morpheme-like representations and that these representations affect automatic morphological processing. Further research is underway to determine how these representations are shaped by the provision of consistent and inconsistent semantic information during learning. 
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Figure Captions

Figure 1.  Illustration of the two-level theory of morphological decomposition (see also Rastle & Davis, 2008). 

Figure 2. Priming effects at three prime exposure durations observed by Rastle et al. (2000) for prime-target pairs with a transparent morphological relationship, an opaque morphological relationship, and a non-morphological semantic relationship.    
� Longtin et al. (2003) tested for priming effects separately using semantically-opaque words with a historical morphological relationship (e.g., department-depart) and using pseudomorphological words with no relationship (e.g., corner-corn).   They found that these kinds of prime-target pairs yielded robust priming effects that were indistinguishable.  Therefore, throughout the rest of this chapter, the term “semantically opaque” will be used to refer to both of these types of prime-target pair.


� We thank Davide Crepaldi for pointing out that by using the grand means of different experiments as individual data points, this analysis grossly underestimates the original error variance in the data.  More informative would have been to use a measure of effect size such as Rosnow and Rosenthal’s (1996) r-statistic weighted by the number of participants in each study (as in Rastle & Brysbaert, 2006).


� Though there have been various claims that semantic priming effects on lexical decision arise under masked conditions (e.g., Perea & Gotor, 1997).  However, these claims have typically involved prime presentation conditions in the range of partial visibility (e.g., 67 ms; Perea & Gotor, 1997), the use of prime-target pairs that are associated as well as semantically related (Marcel, 1983), the use of highly restricted prime sets (e.g., numbers 1 through 9; Dehaene et al., 1998) in which the formation of stimulus-response mappings that bypass conceptual analysis is possible (Damian, 2001), and the use of presentation paradigms in which primes are classified in visible form prior to the masked priming experiment (Draine & Greenwald, 1998).  
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