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Abstract

This thesis presents a theoretical analysis of light scattered from atoms trapped in optical

lattices. The work presented here focuses on the case in which atoms trapped in an

optical lattice are described by a Hubbard model.

It is shown that the scattered light can be used to probe the ground state correla-

tions and excitations of the system. Both scattered intensity and scattered spectrum are

shown to contain relevant information. Scattered intensity is shown to carry information

about the magnetic ordering and correlation functions in the system. Scattered spectrum

sheds light on the excitations of the system and can be used to study single-particle and

collective excitations.

In the case studied here the behaviour of fermionic atoms in an optical lattice is well

described by the repulsive half-filled Fermi-Hubbard model. Within the random phase

approximation the well known analytic expressions for the system correlations are red-

erived for the antiferromagnetic ground state. These expressions are input in the light

scattering formulae and the scattered intensity and spectrum are evaluated numerically.

As a particular example the experimentally relevant case of 40K is studied. This is

done using the level structure that is used routinely in experiments to realise the Fermi-

Hubbard model in optical lattices. The scattered light and spectrum experiments are

analysed theoretically. It is shown that within a certain experimental range the scattered

light intensity offers a direct probe of the antiferromagnetic order parameter. Different

experimental parameters and configurations are studied thoroughly and a set of quasi-

optimised experimental parameter values is prescribed. The number of necessary exper-

imental realisations to obtain such accuracy is also calculated and shown to be a realistic

figure.

Lastly, the same formalism is applied to the Bose-Hubbard model. It is simulated

using a worm-type algorithm and the computed correlations are used to evaluate the

scattered intensity.
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Chapter 1

Introduction and motivation

1.1 Introduction

Since the experimental discovery of Bose-Einstein condensation (BEC) [8], the field of

ultracold atomic physics has exploded with activity. This has only been possible due to

the great advances in experimental atomic physics achieved over the last three decades*.

Of the many applications that ultracold atoms may have, this thesis focuses around

the creation of analogue quantum simulators in Feynman’s sense [37, 36]. This idea is

conceptually simple, but very powerful. Simulating quantum mechanical systems is,

in principle, straightforward, eg., it only involves diagonalising a matrix. In practice,

though, the growth of the size of the Hilbert space makes this an impossible task. With

clever algorithms, this problem can be overcome numerically, specially in the low di-

mensional cases, and for bosonic systems. However, Monte Carlo methods [93], based

on the random sampling of the partition function of the systems, do not work very well

for fermionic systems. In this case, the algorithms suffer from the so called sign prob-

lem [119] and the Monte Carlo approach suffers from a critical slow down that also affects

frustrated systems. Feynman’s idea was based on the observation that nature is already

solving those equations. Thus, one way of solving a quantum mechanical problem is to

find a quantummechanical system that is described by the same Hamiltonian and that is

very tunable. Using such an experimental system, solving the original problem amounts

to preparing the system in a known initial state, letting it evolve to a final state, and then

observing its final state. However, this prescription does not make it an easier problem;

*A very pedagogical account of the basic experimental details can be found in [56, 57].
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1.1. Introduction

it only shifts the difficulties from theorists to experimentalists. The great success of the

field is in great part due to the very clever and ingenious experimental setups that have

been developed.

With the aim of creating analogue quantum simulators, experiments in ultracold

atoms have opened a new way to study strongly-correlated physics in a clean and tunable

environment [14]. This allows to experimentally realise some previously thought exper-

iments. For example, studying how the BEC transition occurs for a trapped interacting

gas, and more importantly, how it behaves when the interaction is switched off towards

the non-interacting case. This has been demonstrated in a very elegant experiment re-

ported in [113].

The race to quantum simulation using optical lattices was started by the theoretical

proposal by Jaksch et al. [50] to experimentally realise the Bose-Hubbard model [39].

This model was experimentally realised by Greiner et al. [43]. In this experiment, the

system was shown to undergo a transition from a superfluid state to a Mott insulator.

These two different phases are characterised by the large number of on-site fluctuations

in the first, and the lack of these in the latter, due to being energetically constrained.

The Bose-Hubbard model can be solved using QMC, this allows for ab-initio quantum

simulations of the system taking into account all the experimental parameters [116, 54,

72, 111, 123]. Before quantum simulators can be used to study new physics away form

the well known regimes, they have to be validated against known systems [116, 54]. The

first steps towards experimentally mapping out the phase diagram of the Bose-Hubbard

model have been demonstrated [111, 53]. The experimental efforts go hand in hand with

the results of numerical simulations [101, 130, 72].

The fermionic equivalent, the Fermi-Hubbard model, is the original model that John

Hubbard [48]† derived to describe strongly correlated electronic systems in real materi-

als. Optical lattices have opened the possibility of exploring Fermionic physics too [33].

The Fermi-Hubbard model has also been experimentally realised on optical lattices [58],

and the Mott insulator regime has been also achieved [54, 107]. Cooling the system down

to temperatures for which magnetic correlations take over is a current milestone. Spe-

cific cooling schemes targeting this regime have been devised [75], and artificial AFM

patterns have been demonstrated in 2D optical lattices [122]. In a recently reported

†Its exact solution is only known in one [69], and infinite dimensions [81].
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1.2. Motivation

experiment from ETH’s Quantum Optics group [41], the spin correlations between near-

est neighbours were measured for a single-band Hubbard model in a dimerised and an

anisotropic cubic lattices. This experiment uses the same level structure that we study in

this thesis.

1.2 Motivation

The key result in this thesis is to prove that light can be used as a probe for atoms in

optical lattices. This is important, as, contrary to what happens in condensed matter,

where there is a myriad of different probes that can be used to characterise the behaviour

of a given compound, probes for cold atoms are less numerous and not so easily imple-

mented as in condensed matter. For ultracold atoms in an optical lattice, some possible

probes are time-of-flight expansion measurements [42, 43] which map the momentum

distribution of the atoms in the lattice or noise-correlations [19], which could be used to

detect AFM ordering.

Light scattering from atoms in optical lattices as a probe has been previously studied

both theoretically and experimentally. The role of off-resonant light is analogous to that

of x-ray or neutron diffraction [112] from crystalline structures. This provides a different

route to probing atoms in optical lattices. The crystalline structure leads to Bragg diffrac-

tion, which reveals information about the crystalline structure of the system. Moreover,

the present background outside the diffraction peaks carries information about the sys-

tem. Far-field imaging provides a probe for strongly-correlated atoms in optical lattice

which is sensitive to correlations, excitations and temperature. Ruostekoski et al. [104]

showed that scattered light intensity can be used as a thermometer for single-species

non-interacting fermionic gas in an optical lattice. Thermal effects on light scattering

off Bose gases in optical lattices have been studied in one [78, 102], two [31], and three

dimensions [63]. Douglas and Burnett [31] have used similar methods to the ones used

in this thesis to study the two-dimensional Bose-Fermi Hubbard model, at both sides of

the transition, within the superfluid regime and in the deep Mott insulator regime. Light

scattering can also be used as a probe of magnetic order parameter [29, 124, 75]. This

problem is dealt with in Section 5.2.

In this thesis, the necessary formalism to use light as probe for atoms in optical lat-
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1.3. Outline

tices is presented. The formalism is then applied to the Fermi-Hubbard model, which

is well known, and light is shown to be an accurate probe. This is important because

in cold-atoms, most of the existing probes in condensed matter physics are not avail-

able. This is also applied to compute the scattered light intensity from the Bose-Hubbard

model.

1.3 Outline

This thesis consists of this introductory chapter, sevenmain chapters, a conclusions chap-

ter and an appendix. The starting point is Chapter 2, in which optical lattices are intro-

duced, along with the proof that the Hubbard model can be realised in optical lattices.

In Chapter 3, the spin-density wave mean-field theory (MFT) for the Hubbard model at

half-filling in the square lattice is presented, Sec. 3.2. First, the connection between the-

ory and experiments is made via linear response theory in Sec. 3.2.1. The computation of

the susceptibilities for the MFT is presented in Sec. 3.2.1. This is followed by a descrip-

tion of how they are used as the basis for computing the Random Phase Approximation

(RPA) susceptibilities, Sec. 3.3.

Once the physical system and the model have been introduced, in Chapter 4, the nec-

essary formalism for optical diagnostics is introduced. The remaining chapters are based

on the material presented in this chapter. The methods described in this chapter are

used in later chapters for probing atoms in optical lattices using off-resonance scattered

light. In particular, how to compute the scattered intensity is shown in Sec. 4.2, and the

scattered spectrum in Sec. 4.3. In those sections, the elastic and the intraband inelastic

components of the scattered light are formulated in terms of the response functions of

the probed system. The interband components of the light are studied in Sec. 4.4.

Chapter 5 is where all the theory developed in the preceding chapters is particu-

larised to study 40K in a two dimensional optical lattice. The properties of this particular

atom are recalled in Sec. 5.1, alongwith the details of the scattered intensity from such an

experiment. In Chapter 4, the scattered light is shown to be separable in three different

components: elastic, and intraband and interband inelastic components. The analysis in

Chapter 5 first focuses on the elastic component of the scattered light in Sec. 5.2. In this

section, apart from analysing the scattered light off the spin-density wave state presented
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1.3. Outline

in Chapter 3, a phenomenological approach to finite temperatures is shown. Using an

Ising model, the case when the temperature is above the transition to the AFM state and

no ordering exists in the system is dealt with. In Sec. 5.3, the inelastic component of the

intraband scattered intensity is analysed. There, bothMFT and RPA results are compared

at zero temperature. Also in this section, qualitative arguments are presented, based on

the MFT calculation, to describe how finite temperatures may affect the scattered light .

The section finishes with the analysis of the interband scattered light in Sec. 5.4.

The experimental detection of the results presented in the thesis is analysed in Chap-

ter 6. The effects of the different parameters on the measured signal under realistic exper-

imental conditions are analysed. In particular, the choice of the lens NA and its location

along with the possibility of blocking some parts of the scattered light to improve the sig-

nal can affect the results of the experiments. This is described in Sec. 6.1. Next, Sec. 6.2

presents estimates for the number of experimental realisations necessary for detecting

changes in the staggered magnetisation or temperature in the system with a given rela-

tive accuracy. In this section, changes in the lattice depth and probing laser wavelength

are shown tomodify the signal in a particular manner. This is studied in order to improve

the detection accuracy by means of scattered light. The chapter finishes with Section 6.3,

in which the possibility of distinguishing the different transitions by using polarisers is

explored. The scattered spectrum is studied in Chapter 7. We study both the detection

of single-particle and collective excitations. We show that in principle they could both

be observed separately.

Chapter 8 departs from the preceding chapters, at least statistically. This chapter

deals with the Bose-Hubbard model, which has also been realised in optical lattices. In

particular, the aim of this chapter is to explore the possibilities of light scattering as a

probe for bosonic systems. In order to do so, two different ways of computing the prop-

erties of the systems are used. First, the Bogoliubov approximation is introduced and

the correlations in the superfluid phase are computed. Second, the results obtained from

QuantumMonte Carlo simulations are presented and compared with the Bogoliubov ap-

proximation. The rest of the chapter deals with the problem of scattered light intensity

from bosonic atoms in an optical lattice. The angular distribution of the scattered light

for changing temperature, and when other parameters in the system vary are studied.

The last chapter, Chapter 9, presents a summary of the results and future prospects.
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1.3. Outline

In Appendix A, the calculational details necessary to understand the RPA calculation are

presented. In particular, Feynman diagrams are used to compute the MFT zero temper-

ature susceptibility, and then give details of the derivation of the RPA results.
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Chapter 2

Cold atoms in optical lattices

All the experimental situations studied in this thesis are based on the trapping and cool-

ing of neutral atoms in optical lattices. In this chapter, the tools of atomic physics in-

volved in the experiments studied here are introduced. In particular, optical lattices and

the effective models used to describe the behaviour of trapped atoms are presented in

detail.

2.1 Trapping of neutral atoms

In experiments, ultracold neutral atoms are trapped in a confined region of space by us-

ing a combination of magnetic and electric fields. Here, a possible experimental scheme

to cool atoms down to the ultracold regime is described. This approach, of course, is only

one of the many different possible techniques developed in the last 20 years. It is beyond

the scope of this thesis to give a detailed review of cooling and trapping techniques.

Thus, only a phenomenological description of a possible set-up is described.

Typically, the experimental set-up is composed of a set of high-vacuum chambers

and one or two optical tables covered with lenses, mirrors, cavities, lasers and other

active optical components [66, 55, 56]. The atom source is heated in an oven and atoms

at high temperatures escape through an opening in one of the walls of the oven. The

atoms go into a Zeeman slower [90, 80]. This apparatus is a large cylindrical tube, with

a position dependent number of turns coiled around it. These coils generate a magnetic

field inside the cylinder which is designed so that atoms levels are shifted due to the

Zeeman effect [17]. A laser is shone along the symmetry axis of the cylinder and in the

12



2.1. Trapping of neutral atoms

opposite direction. The atomic levels are shifted slightly below an atomic resonance.

Doppler cooling happens when an atom absorbs a photon and decays back to its ground

state, re-emitting a photon in a random direction. The atom will absorb many photons

in the laser direction and re-emit them in a random direction, thus slowing it down [89].

From such high temperature, hundreds of degrees Kelvin, Doppler cooling in the Zeeman

slower cools them down to below 1K [89].

At this temperatures, atoms can then be trapped inside amagneto-optical trap (MOT),

which cools down to the Doppler limit* [44]. Once the lowest temperature possible has

been achieved in aMOT, a dipole trap is overlapped and subsequently the MOT is turned

off. Dipole traps work by confining cold atoms with laser light due to the induced dipole

force [44, 14]. Optical lattices are a particular case of dipole traps.

Optical lattices are generated by making two counterpropagating laser beams inter-

fere in each direction. This generates the periodic electric field felt by the atoms as a

periodic potential. Laser beam profiles have a waist, hence, on top of this periodic po-

tential there is a second component which, at the centre, is approximately harmonic. In

this thesis, this potential is ignored†. This simplifies the calculations greatly. In exper-

iments, the harmonic trap breaks translation invariance. As a result of the existence of

the trap, inhomogeneities appear in the experimental samples at the edges and the filling

(site-occupancy) is not uniform [107, 22, 123, 72, 24, 95, 14, 33].

Optical lattices offer the possibility of varying the dimensionality of the system. This

is achieved by increasing the confinement strength (laser intensity) in one or two dimen-

sions. This way, 1D, 2D and 3D lattices can be created. At the centre of the trap, which is

where experiments happen, a typical 2D potential with a lattice spacing a can be written

as

V0(x, y, z) = sxER sin2
(

πx

a

)
+ syER sin2

(
πy

a

)
+

1

2
mωzz2 (2.1)

A two-dimensional lattice is described with sx = sy = s. The lattice depth s is directly

(inversely) proportional to the laser intensity (detuning between the atomic transition

frequency and the laser frequency) [44]. This configuration is similar to the one used in

experiments with a disk-like lattice [110]. The confinement in the z direction is harmonic

*Laser cooling techniques are beyond the scope of this thesis. A clear and pedagogical introduction to
these techniques can be found in the textbook by Metcalf and Van Der Straten [80].

†Homogeneous box trapping potential for ultracold bosonic atoms have been recently demonstrated
experimentally [40]. This experiment did not include an optical lattice, but the authors claim that their
methods are extensible to degenerate Fermi gases and 3D optical lattices [40].
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2.2. Effective Hamiltonian description

with a frequency ωz, hence, particle movement along this direction is not allowed. The

lattice depth has been written in terms of the atomic recoil energy

ER =
(~kl)

2

2m
(2.2)

which is the energy that an atom of mass m at rest would gain when recoiling after ab-

sorbing a lattice photon. ~ is Planck’s reduced constant. kl is the effective lattice wavevec-

tor

kl =
π

a
=

2π

λl
. (2.3)

λl is the wavelength laser beam used for generating the lattice. From the previous equa-

tion, it is clear that a = λl/2. This constraint can be relaxed in accordion-type lattices

where the lattice spacing can be considerably increased [67, 125, 1].

2.2 Effective Hamiltonian description

At such low energies, atoms can be considered as single particles. For neutral atoms,

particle statistics are solely determined by the number of neutrons in their nucleus. The

atom can be described as a fermion if this number is odd or as a boson if it is even. Neutral

atoms in optical lattices are trapped in different hyperfine states. If optical lattices are

to be seen as quantum simulators for condensed matter models, the relation between

physical entities in both systems has to be clarified. In optical lattices, the lattice takes

the role of the periodic lattice in the solid, whereas the role of the electrons is taken by the

atoms. Usually, only those electrons in the outer shells are included in the Hamiltonian

used to describe a solid. In this chapter, the focus in on the fermionic case‡. Hence, their

behaviour is analogous to that of electrons. At ultracold temperatures, the trapped atoms

in two different hyperfine states are denoted as

| ↓〉 = |Fg, mg = −Fg〉, | ↑〉 = |Fg, mg = −Fg + 1〉, (2.4)

where Fg is the total angular momentum of the atom and mg is its projection in the z

direction.

‡Particle statistics are not relevant at this point. A similar derivation can be done for particles which
obey bosonic statistics [50].
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2.2. Effective Hamiltonian description

g-atoms of mass m in an optical lattice can be described in terms of the field operators

Ψ†
g(r). Following [50], the Hamiltonian for such a system can be written as

Ha =
∑

g=↑,↓

∫
drΨ†

g(r)

(
− ~

2

2m
∇2 + V0(r) − µ

)
Ψg(r)

+
1

2

4πas~
2

m

∫
drΨ†

↑(r)Ψ†
↓(r)Ψ↑(r)Ψ↓(r).

(2.5)

The field operator Ψ†
g(r) [Ψg(r)] is the operator that describes the creation [destruction]

of an atom in a hyperfine state g =↑, ↓ at position r. −~

2m∇2 is the kinetic energy operator

and µ is the chemical potential. The last term is the interaction term. For ultracold

atoms in optical lattices the interaction is modelled using a short-range pseudopotential

with s-wave scattering length as which can be modified via Feshbach resonances [26].

In Eq. (2.5) matter fields can be expanded in terms of the complete set of Wannier real

functions wn,j(r) = wn(r − rj) representing a localised state at site j and band n [59, 9]

Ψ̂g(r) =
∑

n

∑

j

wn,j(r)ĉnjg. (2.6)

Here, as usual, ĉ†
njg(ĉnjg) is the fermionic creation (destruction) operator in direct space

representation for a particle of species g at site j in band n.

To derive an effective Hamiltonian the parameters are assumed to be in a regime such

that U, T > bandgap and the higher bands are unpopulated. Under such assumptions,

only the lower band, n = 0, needs to be taken into account.

If the lattice depth is large enough, a series expansion of the potential shows that it

can be approximated in the site origin as a harmonic oscillator. The Wannier functions

can be estimated using the ground state wavefunction of a quantum harmonic oscillator

with frequencies

ωx = ωy =
2
√

sER

~
. (2.7)

Hence, the Wannier function for the ground state is taken to be

w0,0(r) =
∏

i=x,y,z

1

(πl2i )1/4
exp

(
− r2

i

2l2i

)
, (2.8)

where

li = (~/mωi)
1/2, i = x, y, z (2.9)

is the oscillator length.

Within this approximation the overlap between the wavefunctions of neighbouring

sites is only significant for nearest neighbours. Any other overlap is neglected. Under
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2.2. Effective Hamiltonian description

such circumstances, the Hamiltonian reduces to the Hubbard model Hamiltonian and

can be written as [50]

H = −J
∑

g=↑,↓

∑

〈j1j2〉

(
ĉ†

j1g ĉj2g + h.c.
)

+ U
∑

j

n̂j↑n̂j↓ − µ
∑

g=↑,↓

∑

j

n̂jg. (2.10)

n̂jg = ĉ†
jg ĉjg is the number operator. In this model J is the hopping parameter which

as denoted by 〈j1j2〉 is only between nearest neighbours. U is the on-site interaction

strength. µ is the chemical potential. This model is studied in Chapter 3 at half-filling in

the fermionic case and in Chapter 8 in the bosonic single-species case.

The lattice parameters can in principle be computed from their defining expressions

Uj = U =
4πas~

2

m

∫
dr|w0,j(r)|4 (2.11)

Jij = J = −
∫

drw∗
0,i(r)

(
−~

2

2m
∇2 + V0(r)

)
w0,j(r), (2.12)

where j is a nearest neighbour of i. Using Eq. (2.8) to evaluate Eq. (2.11) we obtain the

following expression for the Hubbard model on-site interaction U

U = klas

√
~3ωxωyωz

πER
= 2klas

√
~ERsωz

π
. (2.13)

Equations (2.11), (2.13) are a good approximation for the on-site interaction. This is not

the case for Eq. (2.12). To estimate the hopping amplitude in an optical lattice, the 1D

Mathieu equation can be used. A typical tight-binding dispersion relation has the form

ǫq = 4J sin2
( qa

2

)
= 4J sin2

(
qπ
2kl

)
, and it is related to the lowest energy bandwidth of

the system by ∆E = 4J [88]. For deep lattices where s ≫ 1 the lowest bandwidth of

the system can be estimated by using an asymptotic series expansion for the difference

between the first and second eigenvalues [30, 82, 68]. In the limit s ≫ Er this results in

J =
4√
π

ER(s)3/4 exp
[
−2

√
s
]

. (2.14)

It is clear from Eqs. (2.13) and (2.14) that the model parameters can be modified by

changing the laser intensity and the magnetic fields present in the experiment.
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Chapter 3

Hubbard model

The one band Hubbard model, Eq. (2.10), was invented with the goal of describing mag-

netic phenomena, especially ferromagnetism in Fe, Co and Ni [34]. It is also believed

to describe the physics of High-Tc superconductivity away from half-filling [13, 47]. For

the purpose of this thesis, it is the work of Jaksch et al. [50] that leads to the Hubbard

model. It was shown in Chapter 2 that atoms trapped in an optical lattice can be de-

scribed by a Hubbard Hamiltonian, Eq. (2.10). The aim of this thesis is to study scattered

light as a probe for atomic correlations. In order to do this, in this chapter, the fermionic

one band Hubbard model [48] is studied at half-filling (i.e., on average, there is only

one atom per lattice site). At half-filling, it is well known that the one band Hubbard

model ground state is an antiferromagnet (AFM), see for example [10]. Starting from

an AFM ground state assumption the mean-field theory approximation (MFT) is solved.

Quantum fluctuations play a very important role. Its effects are not accounted for in the

MFT calculation which only describes single-particle excitations [18]. Here, the effects of

quantum fluctuations are accounted for using a random phase approximation (RPA) cal-

culation for the zero temperature susceptibilities originally presented for the first time

by Schrieffer et al. in [109]. This approximation also describes collective modes. In the

large U limit, it is also able to describe the low-energy behaviour expected from the

Heisenberg model [109, 27].
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3.1. Phenomenology of the model

Figure 3.1: Cartoon di-
agram to illustrate the
nature of the insulating
phase in the J/U → 0
limit.

3.1 Phenomenology of the model

The Hubbard model of Eq. (2.10) is a tight binding model [9, 34]. As a tight-binding

model, it considers atoms/electrons hopping in a discrete lattice. In particular, the

Hamiltonian only includes two processes: hopping of particles from one site to any near-

est neighbour site with a hopping amplitude J ; and an on-site contact interaction, re-

pulsive in our case, with a strength U . The Fermi-Hubbard Hamiltonian of Eq. (2.10) is

recalled here for completeness,

H = −J
∑

g=↑,↓

∑

〈j1j2〉

(
ĉ†

j1g ĉj2g + h.c.
)

+ U
∑

j

n̂j↑n̂j↓ − µ
∑

g=↑,↓

∑

j

n̂jg. (3.1)

In this thesis, only the repulsive case is studied. The attractive case, U > 0, is unitarily

equivalent. Every Hamiltonian H with two-body interaction plus an analytic function of

number operators F̂
[{

n̂jσ

}]
*is unitarily equivalent to −H +2F̂ (see, for example, [120]).

This implies that the spectrum of the Hamiltonian obtained by changing the sign of F̂ is

obtained also by multiplying the spectrum by minus one. Far from being a mathematical

curiosity of the model, this property maps the different phases of the repulsive model via

a unitary transformation to those of the attractive one. This means that experimentally,

either case could be simulated and then, conclusions for the case with opposite sign of

the interaction strength can be drawn [46].

In a square lattice, it is well known there is long-range order in the half-filled Hub-

bard model [34, 15]. At weak-coupling, the origin of the long-range AFM order is due to

a Fermi surface instability [34]. In the strong-coupling regime, the system is in a Mott

*That is just a straightforward generalisation of the Hubbard model which takes the form:

HHubbard = −J
∑

σ1σ2

∑

〈j1j2〉

(
ĉ†

j1σ1
ĉj2σ2

+ h.c.
)

+ F̂ [{n̂jσ}] ,

where F̂ [{n̂jσ}] is the mentioned analytical function of the number operators that in the Hubbard case is
the U interaction term.
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3.1. Phenomenology of the model

insulator state [15]. The properties of this phase are interaction induced as it is energet-

ically expensive to have a doubly occupied site [34, 49]. At integer-fillings†, the inter-

action induced correlations result in a localisation of the atoms at each lattice site and

a suppression of the on-site fluctuations of the total atom number. The Mott-Hubbard

insulator appears at temperatures below U , and it appears as a result of a crossover. Just

below the onset of the crossover, on-site relative atom fluctuations are energetically not

so expensive and mixing of the different spin states is possible. As temperature is low-

ered down, the regime determined by the Néel temperature (T ∼ 4J4/U ) is achieved.

In this new regime, AFM ordering starts to develop and true long-range order only ap-

pears at T = 0 [79]. In the square lattice, due to its bipartite nature, the system takes

a checkerboard-like pattern as illustrated in Fig. 3.1. This state is characterised by hav-

ing precisely one atom per site with one spin species being only surrounded by opposite

spins. At half-filling, this is the ground state of the system in the classical limit, obtained

by minimising the energy. On top of this localised phase and at very low temperatures,

quantum fluctuations allow for virtual hoppings. Using second order perturbation the-

ory it can be shown in a heuristic way that there is a spin exchange interaction of the order

∼ 4J2/U between atoms in neighbouring sites. This exchange defines the Néel tempera-

ture. It is below such temperatures that the system can be described as a spin Heisenberg

model [74]. This result can be proved in a more rigorous way by projecting the Hubbard

model into the subspace of singly occupied states at large values of U/J [10].

As described by the Mermin-Wager theorem [79], in an infinite lattice in 2D quantum

fluctuations destroy long-range AFM order except at zero temperature. Thus, there is no

true long-range order in the Hubbard model at finite temperatures. This is not much of

a problem, for in optical lattices, system sizes are on the order of hundreds of atoms. A

typical 2D optical lattice will have around 100×100 atoms. At low enough temperatures,

the antiferromagnetic correlation length grows exponentially and for temperatures low

enough quasi-long range order exists, see Sect.3.2. Hence, for the purposes of describing

AFM ordering in an optical lattice, quasi-long range order will be indistinguishable from

true long-range order as long as the correlation length of the system is larger than the

system size.

In an optical lattice, the presence of the harmonic trap complicates the picture de-

†I.e., when on average there is an integer number of atoms at each site.
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3.2. Finite temperature mean field theory

scribed in the previous paragraphs. Due to the existence of the harmonic trap, inhomo-

geneity will prevail [54, 107]. The results of this thesis only describe the behaviour at the

centre of the trap, as the effects of the harmonic trap are ignored.

3.2 Finite temperature mean field theory

As has been explained in the previous section, in this thesis, the 2D Hubbard model at

half-filling on a square lattice is used to describe atoms in an optical lattice. Besides, the

calculations are done as if there is true long-range order in the system. In such scenario,

some more approximations are needed to obtain a tractable form of the problem at hand.

This section introduces the spin density wave mean field theory (MFT) approximation,

which is taken as the starting point of the analysis presented here. It can be introduced

by considering the Mott state with antiferromagnetic order. The antiferromagnetic order

is introduced by imposing a staggered magnetisation along the direction of the z axis.

This is done via the expectation value of the spin operator in Ŝz . The spin density wave

approach taken here is a broken symmetry one. By imposing a doubling of the lattice

size (the super lattice), translation symmetry is broken. This results in the halving of the

Brillouin zone. The spin density wave can be written as a condition on the expectation

value of the projection of the spin over the z direction. This defines the order parameter

m

m =
1

2
eiQ·rj

〈
Ŝz

j

〉
, (3.2)

where the spin operator in real space is defined as Ŝz
j = ĉ†

j↑ĉj↑ − ĉ†
j↓ĉj↓ and the nesting

vector is

Q = (π/a, π/a). (3.3)

This corresponds to the following assumption on the form of the expectation value of the

number operator for each spin

〈
n̂j,g

〉
= fg + mη(g)eiQ·j. (3.4)

fg is the filling factor for species g; at half-filling fg = 1/2. The factor η(g) is defined as

η(g) =





1 for g =↑

−1 for g =↓
. (3.5)
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Mean field Hamiltonian

Figure 3.2: Illustration of Bril-
louin zone (red square) and
reduced Brillouin zone (inner
blue square) in a finite size sys-
tem for Ns = 8. The filled
squares represent filled mo-
mentum states in the Fermi sea
at half-filling. This partition of
the Brillouin zone to obtain the
Reduced Brillouin zone is not
unique.

The square lattice is bipartite, that is, the lattice can be split into two interlaced lat-

tices. Each site of the lattice is surrounded by sites that belong to the other lattice. In

the Néel state, each spin of the lattice will have opposite spins as nearest neighbours, see

Fig. 3.1. This allows for the lattice to be represented in terms of a magnetic super-cell

with a size double that of the original lattice unit cell. Thus, as illustrated in Fig. 3.2,

the Brillouin zone is halved. To accommodate the same number of states, a second band

appears. This reduced Brillouin zone (RBZ) is bound by kx ± ky = π/a. The filled circles

denote the quasi-momentum states that belong to it. Note that only half the edges are

inside the RBZ. The ordering vector Q always links a quasi-momentum inside the RBZ

with one outside (and vice-versa).

Thus, the MFT theory is an effective two-band model as will be shown in the next

section. Magnetic ordering opens a gap which results in the splitting of the two effective

bands.

Mean field Hamiltonian

The basic idea behind the mean field assumption is that the system does not fluctuate

much from the expected value, and thus the fluctuating term
〈〈

n̂j,g

〉
− n̂j,g

〉
is small. The

assumption made about the form of the expected value of the number operator, Eq. (3.4),

is to be used in the Hubbard Hamiltonian of Eq. (3.1). In order to do this, the following

trivial expression is used: n̂jg = 〈n̂jg〉+(n̂jg−〈n̂jg〉). Thus, the interaction term in Eq. (3.1)

can be rewritten as

U
∑

j

n̂j↑n̂j↓ ≈ U
∑

j

(n̂j↑〈n̂j↓〉 + n̂j↓〈n̂j↑〉 − 〈n̂j↑〉〈n̂j↓〉).

This decouples Eq. (3.1) and the non-trivially soluble part now has a tractable form. At

this point, it is convenient to work in momentum space. To transform from real space to
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Mean field Hamiltonian

momentum space, periodic boundary conditions are imposed and a lattice with Ns atoms

per direction is assumed. With these premises,

ĉjg =
1

Ns

∑

k

eik·jĉkg. (3.6)

The summation over momenta is over the whole Brillouin zone: (kx, ky) = 2π
Nsa(jx, jy)

where −Ns/2 ≤ jx,y ≤ Ns/2 − 1. After using Eq. (3.6), the fermion operator ĉkg , defined

over the whole Brillouin zone splits into two operators ĉk
˜

g and ĉk
˜

+Qg, with k
˜
denoting a

vector defined only for the RBZ. Some algebra later, the mean field Hamiltonian can be

written as

H = C +
∑

g=↑,↓

RBZ∑

k
˜

{(
nU

2
+ ǫk
˜

− µ

)
ĉ†

k
˜

,g ĉk
˜

,g +

(
nU

2
+ ǫk
˜

+Q − µ

)
ĉ†

k
˜

+Q,g ĉk
˜

+Q,g

− mUη(g)
(

ĉ†
k
˜

,g ĉk
˜

+Q,g + ĉ†
k
˜

+Q,g ĉk
˜

,g

)}
(3.7)

with a single particle dispersion relation given by ǫk = −2J(cos kxa + cos kya) and a con-

stant C ≡ UN2
s (m2 − 1/4). The dispersion relation satisfies the perfect nesting condition,

ǫk+Q = −ǫk. At half-filling n = 1 and µ = U/2 and these two terms cancel each other.

Defining the order parameter (also called gap parameter)

∆g = η(g)∆ , ∆ = mU. (3.8)

The Hamiltonian in Eq. (3.7) is block diagonal in a spin symmetric form and it can be

written as a 2×2 matrix with a sum over the spin degree of freedom

H = C +
∑

g=↑,↓

RBZ∑

k
˜

(
ĉ†

k
˜

,g ĉ†
k
˜

+Q,g

)



ǫk
˜

−∆g

−∆g ǫk
˜

+Q







ĉk
˜

,g

ĉk
˜

+Q,g


 = C +

∑

g=↑,↓

RBZ∑

k
˜

Ψ̂
†
k
˜

,gHHHk
˜

gΨ̂k
˜

,g

(3.9)

where the Hamiltonian has been rewritten in matrix notation as

HHHk
˜

,g =




ǫk
˜

−∆g

−∆g ǫk
˜

+Q


 (3.10)

and where the AFM equivalent of the Nambu spinors used in the theory of supercon-

ductivity [108] has been introduced. It is defined as

Ψ̂
†
k
˜

,g =

(
ĉ†

k
˜

,g ĉ†
k
˜

+Q,g

)
, Ψ̂k

˜
,g =




ĉk
˜

,g

ĉk
˜

+Q,g


 (3.11)
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Mean field Hamiltonian

In this form of the Hamiltonian, it can be diagonalised by means of a Bogoliubov trans-

formation. It is in this step that the two effective bands appear due to the transformation

from the full original Brillouin zone with the first half being ĉk
˜

,g and the second being

ĉk
˜

+Q,g, to the reduced BZ where the first band is ĉ1k
˜

,g, and second, ĉ2k
˜

,g (see Fig. 3.2).

Diagonalisation of the Hamiltonian is achieved by means of the well known SDW Bo-

goliubov transformationPPP k
˜

,g [109, 27]. This transformation has to be unitary, and it has

to preserve the commutation relations. It transforms from the split BZ representation

ĉk
˜

,g and ĉk
˜

+Q,g to the two effective bands representation‡ĉ1k
˜

,g and ĉ2k
˜

,g.

Ψ̂k
˜

,g =




ĉk
˜

,g

ĉk
˜

+Q,g


 = PPP k

˜
,gΨ̂′

k
˜

,g =




vk
˜

,g uk
˜

,g

−η(g)uk
˜

,g η(g)vk
˜

,g







ĉ1k
˜

,g

ĉ2k
˜

,g


 . (3.13)

vk,g and uk,g are carefully chosen to conserve the commutation relations. This condition

holds if v2
k,g + u2

k,g = 1. The solution is

vk,g =

√√√√1

2

(
1 − ǫk

Ekg

)
, uk,g =

√√√√1

2

(
1 +

ǫk

Ekg

)
, (3.14)

Ekg =
√

∆2
g + ǫ2

k =
√

∆2 + ǫ2
k ≡ Ek. (3.15)

The last equation follows from the definition of the gap parameter ∆g = η(g)∆ [see

Eq. (3.5)]. In the new basis, the diagonalised Hamiltonian can be simply written as

HHH = C +
∑

g=↑,↓

RBZ∑

k
˜

(
ĉ†

1k
˜

,g ĉ†
2k
˜

,g

)



−Ek
˜

g 0

0 +Ek
˜

g







ĉ1k
˜

,g

ĉ2k
˜

,g


 . (3.16)

From this, it follows that at zero temperature and at half-filling, the first band (with

negative energies) is full and the second band (with positive energies) is empty. Exciting

a particle from the lower to the upper band has an energy cost of ≈ 2Eq

˜
g, which is the

only type of excitation described in the model. At large values of U/J , the kinetic energy

term can be neglected and the energy gap can be written as ≈ 2∆.

‡The transformation matrix is unitary, that is PPP −1
k

˜
,g = (PPP T

k

˜
,g)∗. Hence, the change of base is obtained

by taking into account that the Hamiltonian is really a scalar quantity and thus, it must be invariant when
changing the basis for the matrices and vectors

Ψ̂
†
k

˜
,gHHHk

˜
gΨ̂k

˜
,g =Ψ̂

†
k

˜
,gPPP k

˜
,gPPP −1

k

˜
,gHHHk

˜
gPPP k

˜
,gPPP −1

k

˜
,gΨ̂k

˜
,g = Ψ̂

′†
k

˜
,gHHH′

k

˜
gΨ̂

′
k

˜
,g.

The diagonal Hamiltonian is given by
HHH′

k

˜
,g = PPP −1

k

˜
,gHHHk

˜
,gPPP k

˜
,g. (3.12)
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Figure 3.3: Diagram showing the (U, T ) dependence of the staggered magnetisation, m,
obtained by solving Eq. (3.17) in a lattice with Ns = 40 (total number of lattice sites
= N2

s ). The colour shading encodes the value of m.

Mean field approximation gap equation

Once the system is in diagonal form, using Eq. (3.13), the mean field solution of Eq. (3.16)

can be used in the expectation value of the spin operator Ŝz
j of Eq. (3.2). This results in

a self-consistency equation for the order parameter m, which can be solved numerically.

The resulting gap equation at finite temperatures is

1 =
1

N2
s

RBZ∑

k
˜

′

U

Ek
˜

′
tanh

(
Ek
˜

′

2kBT

)
(3.17)

Where Ek =
√

∆2 + ǫ2
k and kB is Boltzmann’s constant. At half-filling and T = 0 with

an on-site interaction U ≫ J the solution can be shown to be m = 1/2. The value of

staggered magnetisation is shown in the (U, T ) space in Fig. 3.3.

The critical temperature that is obtained from solving this equation, TC,MFT, is not

valid for a large range of U values but only makes physical sense for the weak interact-

ing regime, U . 4J where it predicts an exponentially small order parameter. For large

values of U , the transition temperature obtained from Eq. (3.17) grows linearly with U ,

and it is known from strong coupling theories that this is not the real physical behaviour.

Using a strong coupling expansion, the half-filled Hubbard model can be projected onto

a Heisenberg model where charge dynamics are frozen due to the high energy cost, of

the order of U , that it has for an electron to hop from a lattice site to another. Spin dy-

namics through a super-exchange effective interaction are the only possible phenomena

in that scenario [74]. From the Heisenberg model it is known that in 3D, TC is inversely

proportional to U , as TC ∝ 4J2/U . On top of that, working with a two dimensional

system fluctuations prevent any kind of long-range order except at T = 0 [79]. In two

dimensions, long range AFM order only exists at T = 0. At a finite but low temperature,
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Figure 3.4: Temperature dependence of correlation length in the Heisenberg AFM for
temperatures above the transition.

the precursors of long range order exist. They exist below the crossover temperature

TX . This crossover temperature is physically related to the antiferromagnetic correlation

length ξAFM. Below TC,MFT and above TX , ξAFM ∼ a. The onset of AFM ordering is sig-

nalled by an exponential growth in ξAFM. That is, TX is the maximum temperature at

which the AFM correlation length ξAFM [15] has an exponential dependence. Below TX ,

the AFM correlation length can then be written as [74]

ξAFM(T ) ∼ cs

kBT
e2πρs/kBT ≈ c0a exp

(
2πb0JH

kBT

)
(3.18)

Where ρs is the zero temperature spin stiffness and cs is the spin-wave velocity§. In the

second approximation, a functional form fitted from Monte Carlo data is shown. The

coefficients are c0 ∼ 0.26, b0 ∼ 0.2 [25, 74]. The Heisenberg model coupling JH = 4J2/U

has been introduced and a is the lattice spacing. The temperature dependence of the

correlation length in Eq. (3.18) is shown in Fig. 3.4. At weak-coupling, this crossover

temperature coincides with the critical temperature computed from Eq. (3.17), but in

the strong-coupling regime, it behaves as TX ≈ TC ∼ 4J2/U (see, for example, [73]).

This behaviour can be described using a non-linear sigma model approach to model the

crossover from weak to strong coupling regimes, see [15, 16]. Fig. 3.5 shows a schematic

phase diagram for the Hubbard model in 2D at half-filling based on Fig. 2 of [15].

§Spin stiffness is defined through [27] χxx(q
˜

≈ Q, ω = 0) =
N2

0

ρs(q−Q)2 .The spin-wave velocity is defined

as c2
s = ρs/χ⊥ [27], with χ⊥ defined as [27] χ⊥ = χxx(q

˜
= 0, ω = 0). The susceptibility χxx is computed

according to the methods presented in Section 3.2.1. In particular Eqs. (3.19) and (3.21).
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Figure 3.5: Schematic phase diagram of the 2D Hubbard model at half-filling (based on
Fig. 2 from [15]). TC,MFT is the critical temperature computed from the gap equation,
Eq. (3.17). TX is the actual temperature at which the crossover happens.

3.2.1 Susceptibilities

One of the key results in this thesis is the explicit connection made between the physical

observables of scattered light intensity and spectrum (written in terms of static and dy-

namic response functions) and the susceptibilities calculated from the Hubbard model.

First, the different expressions that connect the response functions and the model sus-

ceptibilities are introduced. This is followed by the susceptibilities computed first in the

mean field theory and the susceptibilities computed within the RPA.

The Fourier transform in time of the susceptibility function is defined as

χij(q, q′; ω) =

∫
dt

[
i

2N2
s

〈
T Ôi

q(0)Ôj
−q′(t)

〉]
eiωt, (3.19)

where T represents the time ordered product, and Ôi
q(t) can be ρ̂q(t) or Ŝi

q(t). where op-

erators Ôi
q can be any of the spin operators (following the convention used by Schrieffer et al.

[109])

Ŝz
q =

∑

k

ĉ†
k+q,↑ĉk,↑ − ĉ†

k+q,↓ĉk,↓, (3.20)

Ŝx
q =

∑

k

ĉ†
k+q,↑ĉk,↓ + ĉ†

k+q,↓ĉk,↑, (3.21)

Ŝy
q = − i

∑

k

ĉ†
k+q,↑ĉk,↓ − ĉ†

k+q,↓ĉk,↑, (3.22)

Ŝ+
q =

1√
2

(
Ŝx

q + iŜy
q

)
=

√
2
∑

k

ĉ†
k+q↑ĉk↓, Ŝ−

q =
(
Ŝ+

−q

)†
(3.23)

or the total density operator

ρ̂q =
∑

g

ρ̂qg =
∑

k,g

ĉ†
k+q,g ĉk,g. (3.24)
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In Sections 4.2 and 4.3 the observable scattered intensity and scattered spectrum are

shown to be directly computable in terms of the response functions. The static response

function is defined as

Sg3g4
g2g1

(q, q′) ≡ 1

N4
s

∑

k,k′

〈
ĉ†

k+qg4
ĉkg3

ĉ†
k′−q′g2

ĉk′g1

〉

c
. (3.25)

The subscript c denotes a connected correlation function. The definition in Eq. (3.25)

has more indices than that of Eq. (3.19) because they are needed to formulate the general

formalism for scattering off atoms trapped in optical lattices. Every symbol with two

superscripts ij can be written as a linear combination of a symbol with four indices and

vice-versa [see Eqs. (5.10), (5.11) and (5.12)]. The dynamic equivalent of Eq. (3.25), the

dynamic response function is defined as

Sg3g4
g2g1

(q, q′; ω) =
1

N4
s

∑

k,k′

∫
dteiωt

〈
ĉ†

k+qg4
(0)ĉkg3 (0)ĉ†

k′−q′g2
(t)ĉk′g1(t)

〉

c
. (3.26)

The static response function can be computed by integrating the dynamic response func-

tion over ω,

Sg3g4
g2g1

(q, q′) = ~

∞∫

0

dωSg3g4
g2g1

(q, q′, ω). (3.27)

The connection between time-ordered susceptibilities and physically observable re-

sponse functions is made using linear response theory [35]. This formalism allows to

connect time-ordered correlation functions to the response functions needed for scat-

tered intensity and spectrum. At temperature T = 0, the dynamic response function

Sij(q, q′; ω) is related to the retarded susceptibility χij R via

Sij(q, q′; ω) =
−2

πN2
s

Im
[
χij R(q, q′; ω)

]
, (3.28)

and at finite T = 1/kBβ:

Sij(q, q′; ω) =
−2

π(1 − e−βω)N2
s

Im
[
χij R(q, q′; ω)

]
, (3.29)

where the indices i, j = ρ, z, +, −. The factor of 2 in Eq. (3.28) is there to compensate for

the unconventional factor of 2 in Eq. (3.19). χij R is the retarded susceptibility. Retarded

correlation functions are needed because the intensity and the spectrum are physical

observables. The connection between time-ordered susceptibilities and retarded suscep-

tibilities is made via analytical continuation, resulting in [35]

Re[χij(q, q′; ω)] =Re[χijR(q, q′; ω)]

Im[χij(q, q′; ω)] =sgn(ω)Im[χijR(q, q′; ω)]. (3.30)
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Mean field susceptibilities at zero temperature

In the following section, all the computed susceptibilities are time-ordered correlations

functions or their time Fourier transform. The related retarded functions are obtained

numerically using Eqs. (3.28) and (3.30).

Mean field susceptibilities at zero temperature

When computing the scattered light off atoms in an optical lattice, only three types of

susceptibilities will be needed. The density (charge), longitudinal, and transverse spin

susceptibilities. In this section the results presented are for a two dimensional Hubbard

model in a square lattice at half-filling and at zero temperature for a system in an anti-

ferromagnetic ground state computed within the mean field approximation. At T = 0,

the first band is full and the second one is empty. Thus, the only processes allowed are

those that start with an atom in the lower band and end up with it in the upper one. This

Pauli blocking effect is not present at finite temperature and the susceptibilities have

many more terms which account for the other intraband scattering processes. The zero

temperature results were first presented by Schrieffer et al. in [109].

The broken symmetry in the system is manifest in the matrix version of the Hamil-

tonian, Eq. (3.9). This matricial structure also carries over to the susceptibilities which

take the following form,

χχχij(q
˜

, ω) =




χij(q
˜

, q
˜

; ω) χij(q
˜

, q
˜

+ Q; ω)

χij(q
˜

+ Q, q
˜

; ω) χij(q
˜

+ Q, q
˜

+ Q; ω)


 . (3.31)

Because periodic boundary conditions are imposed in the solution of the Hamiltonian

[Eqs. (3.6) and (3.7)], only diagonal terms are present in Eq. (3.19). I.e., only terms

where q = q′. In the sdw case treated here, this condition is modified to q
˜

= q
˜

′ or

q
˜

= q
˜

′ + Q. With the momenta q
˜
belonging to the RBZ, only the four possible combina-

tions in Eq. (3.31) are present. Using Eqs. (3.13), (3.19) and (3.24), the charge suscepti-

bility within the MFT takes the following matricial form,

χχχρρ
(0)(q˜

, ω) =




χρρ
(0)(q˜

, q
˜

; ω) 0

0 χρρ
(0)(q˜

+ Q, q
˜

+ Q; ω)


 . (3.32)

In Eq. (3.32) the off-diagonal terms are zero because the sum over spins in Eq. (3.24)

combined with the factor η(g) [Eq. (3.5)] cancels the term. The diagonal component can
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Mean field susceptibilities at zero temperature

be written as

χρρ
(0)(q̃, q̃; ω) = − 1

2N2
s

RBZ∑

k

(
1 − ǫkǫk+q̃ + ∆2

EkEk+q̃

)(
1

~ω − Ek − Ek+q̃ + iδ

+
1

−~ω − Ek − Ek+q̃ + iδ

)
.

(3.33)

Here, q̃ represents a vector that belongs to the full BZ. In the language of the RBZ this

means that, in both sides of the equation, q̃ can be equal to q
˜
or q
˜

+ Q. At the MFT level,

the longitudinal spin susceptibility coincides with the charge susceptibility of Eq. (3.33)

χχχzz
(0)(q

˜
, ω) =χχχρρ

(0)(q˜
, ω). (3.34)

In the next section, it will be shown that, going beyond MFT to the RPA approxima-

tion, the charge and longitudinal spin susceptibility differ [Eqs. (3.45) and (3.46) and

Fig. 3.7(b)].

The transverse spin susceptibility is not diagonal; it has the full matrix structure of

Eq. (3.31). This means that apart from the diagonal terms, the off-diagonal terms which

link q
˜
with q

˜
+ Q are also non-zero. In matrix form it is

χχχ+−
(0) (q

˜
, ω) =




χ+−
(0) (q

˜
, q
˜

; ω) χ+−
(0) (q

˜
, q
˜

+ Q; ω)

χ+−
(0) (q

˜
+ Q, q

˜
; ω) χ+−

(0) (q
˜

+ Q, q
˜

+ Q; ω)


 . (3.35)

The matrix elements are

χ+−
(0) (q̃, q̃; ω) = − 1

2N2
s

RBZ∑

k

(
1 − ǫkǫk+q̃ − ∆2

EkEk+q̃

)(
1

~ω − Ek − Ek+q̃ + iδ

+
1

−~ω − Ek − Ek+q̃ + iδ

)
,

(3.36)

χ+−
(0) (q̃, q̃ + Q; ω) = − 1

2N2
s

RBZ∑

k

∆(Ek + Ek+q̃)

EkEk+q̃

(
1

~ω − Ek − Ek+q̃ + iδ

− 1

−~ω − Ek − Ek+q̃ + iδ

)
.

(3.37)

Here as in Eq. (3.33), q̃ represents a vector that belongs to the full BZ. The transverse

spin susceptibility is different from the longitudinal one because the spin isotropy is not

conserved within the MFT approximation [Eq. (3.2)].

The term iδ in the denominator in Eqs. (3.33), (3.36) and (3.37) is an infinitesimal

which results from integrating over time to do the Fourier transform in Eq. (3.19). If
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Mean field susceptibilities at zero temperature

the computations were to be done only at the MFT level, these expressions could be

simplified by means of Dirac’s formula [129],

1

x′ − x ∓ iδ
= P 1

x′ − x ± iδ
± iπδ(x′ − x). (3.38)

Here, P represents the Cauchy principal value and δ(x) is Dirac’s delta function [128].

Scattered light is a physical observable, and according to Eq. (3.28), observables are re-

lated to the imaginary part of the retarded susceptibility [see Eq. (3.30)]. Using Eq. (3.38),

the imaginary part of Eq. (3.36) can be written as

Im[χ+−
(0) (q̃, q̃; ω)] =

π

2N2
s

RBZ∑

k

(
1 − ǫkǫk+q̃ − ∆2

EkEk+q̃

)
[
δ(~ω − Ek − Ek+q̃)

−δ(~ω + Ek + Ek+q̃)
]
. (3.39)

At T = 0, only positive frequencies are allowed because a negative frequency component

is equivalent to an energy loss for the system, which, if the system is in its ground state,

is not possible [91]. For ω > 0, the imaginary part of the time-ordered product suscep-

tibility in Eq. (3.39) is equivalent to that of the retarded one [35]. From Eq. (3.39) it is

clear that in the MFT approximation the only terms that contribute to the susceptibility

appear at ~ω = −Ek − Ek+q̃, which are clearly only due to the excitations of the single-

particles in the system. In this thesis, the MFT susceptibilities are fed into the RPA ones,

presented in the following section. Eq. (3.39) is not very convenient for numerical com-

putations. For the results presented in Chapters 5, 6 and 7, the infinitesimal δ is given a

finite value equal to the frequency resolution [δ = 0.07J]. With a finite δ, the Dirac delta

peak takes the form of a Lorentzian curve with a width related to the finite value of δ [see

Fig. 3.6(a)]. Denoting by Γ the finite value assigned to δ, the numerical susceptibility can

be written as

Im[χ+−
(0) (q̃, q̃; ω)] ≈ 1

2N2
s

RBZ∑

k

(
1 − ǫkǫk+q̃ − ∆2

EkEk+q̃

)[
Γ

(~ω − Ek − Ek+q̃)2 + Γ2

− Γ

(~ω + Ek + Ek+q̃)2 + Γ2

]

=
RBZ∑

k

Im
[
χ

+−(k)
(0) (q̃, q̃; ω)

]
. (3.40)

This expression illustrates how the imaginary part of the MFT susceptibilities are nu-

merically computed. In the RPA case, the complex-valued time-ordered susceptibilities
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3.2.2. Mean-field susceptibilities at finite temperature

are computed with a finite value for δ. To do this computation, the complex-valued MFT

expressions are fed to the RPA expressions [see below, Eqs. (3.45), (3.46) and (3.47)], and

the imaginary part is taken at the last step to obtain the observable magnitude.

3.2.2 Mean-field susceptibilities at finite temperature

In this section the finite temperature MFT static structure factors [Eq. (4.29)] necessary

to compute the inelastic component of the scattered light [Eq. (4.28)] is presented. This

calculation can be evaluated using the imaginary time Matsubara formalism, but it is

more straightforward to evaluate the correlation functions directly in the MFT from

the Hamiltonian (3.16). Only the connected correlation function in Eq. (4.29) needs to

be evaluated. Starting with the original fermions belonging to the full Brillouin Zone,

these are transformed into the two-effective-bands fermions defined in the RBZ via the

Bogoliubov transformation Eq. (3.13). Given the quadratic form of the diagonal MFT

Hamiltonian obtained after performing the Bogoliubov transformation [Eq. (3.16)], the

correlation functions can be simplified easily. All the terms have the following form:
〈

ĉ†
α4k+q,g4

ĉα3k,g3 ĉ†
α2k′−q′,g2

ĉα1k′,g1

〉

c
. Applying Wick’s theorem [71], it is clear that

〈
ĉ†

α4k+q,g4
ĉα3k,g3 ĉ†

α2k′−q′,g2
ĉα1k′,g1

〉

c
=
〈

ĉ†
α4k+q,g4

ĉα3k,g3 ĉ†
α2k′−q′,g2

ĉα1k′,g1

〉

c
(3.41)

I.e., the expectation value is zero unless the effective band index (αi, i = 1, . . . , 4),

the spin index (gi), and the momenta all coincide for the two contractions. For each

contraction,
〈
ĉ†

αk,g ĉαk,g

〉
= nαkg , where n1kg = f(Ekg) and n2kg = 1 − f(Ekg), and

f(E) = [exp(E/kBT ) + 1]−1 is the Fermi-Dirac distribution. Collecting all the factors,

the MFT static structure factor [see Eq. (4.29)] is given by

Sg3g4
g2g1

(∆k) = δg4,g1δg2,g3

1

N4
s

∑

α,β=1,2

RBZ∑

qq′

gg4g2

α,β (∆̄k, q, q′)nαqg4

(
1 − nβq′g2

)
, (3.42)

where

gg4g2

α,β (∆k, q, q′) =
1

2
u

∗
∆̄k−q

u∆̄k−q′

[
1 +

∆g4∆g2 + ǫqǫq′

(−1)α+βEqEq′

]

+ u
∗
∆̄k−q+Q

u∆̄k−q′

[
∆g4

(−1)α+1Eq

+
∆g2

(−1)β+1Eq′

]

+
1

2
u

∗
∆̄k−q+Q

u∆̄k−q′+Q

[
1 +

∆g4∆g2 − ǫqǫq′

(−1)α+βEqEq′

]
, (3.43)
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3.3. RPA susceptibilities
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Figure 3.6: Comparison between the transverse spin susceptibility in the MFT and RPA
approximation; for U = 5J , q = (π/a, 0) and with a finite frequency resolution given

by δ = 0.1J . (a) Individual contributions of each term χ
+−(k)
0 (q, q; ω) [Eq. (3.40)] for

a small lattice with Ns = 20. Each term contributes with a Lorentzian shaped peak at
~ω = −Ek − Ek+q. (b) shows the imaginary part of the MFT (solid) and RPA (dashed)
susceptibility. (c) shows the imaginary (solid) and real (dashed) parts of the denominator
(Denom.) in the RPA case χ+−

RPA(q, q; ω). (d) zooms into both quantities close to zero
energy and shows the zero-crossing in the real part.

and α and β are the effective band indices. The factor uk denotes a sum plane waves over

the lattice [See Eq. (4.25)]. The the product of Fermi distribution functions [nαqg4

(
1 − nβq′g2

)
]

results in Fermi blocking. This is the Pauli principle in action, i.e., only one fermion can

occupy a given state. At low temperatures, the lower effective band is full and the up-

per effective band is empty; hence, the only scattering process allowed is for a particle

in the lower effective band to be scattered to a state in the upper effective band. Thus,

in the T = 0 limit, the terms of the form nαqg4

(
1 − nβq′g2

)
only contribute for the pair

(α, β) = (1, 2). Contributions from all the other terms increases with temperature. Tak-

ing the limit U → 0, the non-interacting case is recovered, as expected ¶.
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3.3. RPA susceptibilities

3.3 RPA susceptibilities

The results of the previous section are mean field results, therefore they do not include

the effect of quantum fluctuations. As exemplified in Eqs. (3.39), and (3.40), all they can

show is the effect of single-particle excitations. To take into account quantum fluctu-

ations in the treatment presented here, it is necessary to recall the solution of Dyson’s

equation in the Random Phase Approximation(RPA) for the susceptibilities, first derived

in [109]. The basic idea behind the RPA is the fact that certain terms in the perturbation

expansion (or Feynman diagrams) can be summed to infinite order because they factorise

in a mathematical structure equivalent to a geometric series [77]. This remarkable prop-

erty allows for obtaining an approximation to the susceptibility which, hopefully, cap-

tures the collective behaviour of the system. The collective behaviour will take the form

of new poles in the correlation functions. In the case studied here, the charge χχχρρ
RPA(q

˜
, ω)

[Eq. (3.45) and Fig. 3.7(b)] and longitudinal spin χχχzz
RPA(q

˜
, ω) [Eq.(3.46) and Fig. 3.7(b)]

susceptibilities do not contain any bosonic gapless modes. On the other hand, the trans-

verse spin χχχ+−
RPA(q

˜
, ω) describes a collective mode [Eq. (3.47) and Fig. 3.7(a)].

The factorisation of the perturbative series can be illustrated by writing down the

perturbation expansion for the density-density correlation in the bubble approximation.

That is, considering contributions only from terms like the one in Eq. (3.32). The pertur-

bation expansion then takes the following form

χχχρρ
RPA(q

˜
, ω) =χχχρρ

(0)(q˜
, ω) − χχχρρ

(0)(q˜
, ω)Uχχχρρ

(0)(q˜
, ω) + χχχρρ

(0)(q˜
, ω)Uχχχρρ

(0)(q˜
, ω)Uχχχρρ

(0)(q˜
, ω) + ...

=χχχρρ
(0)(q˜

, ω) − χχχρρ
(0)(q˜

, ω)U
[
χχχρρ

(0)(q˜
, ω) − χχχρρ

(0)(q˜
, ω)Uχχχρρ

(0)(q˜
, ω) + ...

]

=χχχρρ
(0)(q˜

, ω) − χχχρρ
(0)(q˜

, ω)Uχχχρρ
RPA(q

˜
, ω). (3.44)

It can be solved by inversion. This is how the RPA density-density susceptibility is ob-

tained. The result is

χχχρρ
RPA(q

˜
, ω) = χχχρρ

(0)(q˜
, ω)

[
111 + Uχχχρρ

(0)(q˜
, ω)

]−1
(3.45)

¶Care must be taken when making U → 0 as due to the special properties of the lattice and band
structure the Fermi surface coincides with the reduced Brillouin zone and the Bogoliubov transformations
is singular in the Fermi surface. Apart from that, the Bogoliubov transformation reduces to a particle hole
transformation. In the Fermi surface given that in the non interacting limit there is no gap in the band
structure at that point there is a degeneracy between both bands and thus the Bogoliubov quasi-particles
are mixed states of particle-hole.
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3.3. RPA susceptibilities

The longitudinal spin susceptibility coincides with the density only at the MFT level. If

the whole RPA series is written down for this case, the factor η(g) [Eq. (3.5)] in the def-

inition of Ŝz
q in Eq. (3.20), introduces a sign change in terms with an even number of

interaction vertices (see Appendix A for the details) and the RPA susceptibility is differ-

ent

χχχzz
RPA(q

˜
, ω) = χχχzz

(0)(q
˜

, ω)
[
111 − Uχχχzz

(0)(q
˜

, ω)
]−1

. (3.46)

The transverse spin susceptibility is more interesting. In this case, the matricial sus-

ceptibility is not diagonal. This results in mixing of momenta, which in turn, is respon-

sible for the appearance of the collective modes. It can be written in the same manner as

for the charge and longitudinal spin as

χχχ+−
RPA(q

˜
, ω) =χχχ+−

(0) (q
˜

, ω)
[
111 − Uχχχ+−

(0) (q
˜

, ω)
]−1

(3.47)

The diagonal term in the RPA matrix has a complicated explicit form given by [27]

χ+−

RPA(q̃, q̃; ω) =
χ+−

(0) (q̃, q̃; ω)[1 − Uχ+−

(0) (q̃ + Q, q̃ + Q; ω)] + U [χ+−

(0) (q̃, q̃ + Q; ω)]2

[1 − Uχ+−

(0) (q̃, q̃; ω)][1 − Uχ+−

(0) (q̃ + Q, q̃ + Q; ω)] − U2[χ+−

(0) (q̃, q̃ + Q; ω)]2
.

(3.48)

The resulting expression for the off-diagonal term is also complicated. It is

χ+−

RPA(q̃, q̃ + Q; ω) =
χ+−

(0) (q̃, q̃ + Q; ω)

[1 − Uχ+−

(0) (q̃, q̃; ω)][1 − Uχ+−

(0) (q̃ + Q, q̃ + Q; ω)] − U2[χ+−

(0) (q̃, q̃ + Q; ω)]2
.

(3.49)

The RPA transverse spin susceptibility has the same form as Eqs. (3.45) and (3.46) but

the physics described by it contain a new type of excitation, a magnon. Or in other

words, the transverse spin susceptibility describes collective modes. The appearance of

new poles can be seen in Figs. 3.6(c), and (d), where the real (dashed line) and imaginary

(solid line) parts of the denominator of Eq. (3.48) are shown separately. In Fig. 3.6(d),

it can be seen how both imaginary and real parts of the denominator approach zero but

only the real part crosses it. That is the mathematical origin of the collective mode.

The imaginary, observable, part of both MFT and RPA transverse spin susceptibilities is

shown in Fig. 3.6(b) to illustrate how the RPA renormalises the single particle excitations

and includes collective modes in the description.

It has been mentioned earlier in this chapter that the Hubbard model at half-filling

maps onto the Heisenberg model for large values of U [74]. The transverse spin sus-

ceptibilities have been shown to reduce analytically to those of the Heisenberg model
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RPA correction to the AFM order parameter
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Figure 3.7: Imaginary part of theMFT and RPA density, longitudinal spin and transverse
spin susceptibilities. This figure has the same parameters as in Fig. 3.6 in a 40×40 lattice.
(a) Imaginary part of the transverse spin susceptibility for MFT (dashed) [Eq. (3.36)]
and RPA (solid) [Eq. (3.48)]. (b) RPA density (dashed) [Eq. (3.45)] and longitudinal spin
(dotted) [Eq. (3.46)] susceptibilities. For MFT (solid) both susceptibilities coincide, see
Eqs. (3.33) and (3.34). At the RPA level, the charge and longitudinal spin susceptibilities
are renormalised but they no longer coincide.

in the large U limit [27]. The Heisenberg model gapless excitation is present in the RPA

calculation [27]. These excitations, magnons, have a dispersion relation of the following

form

~ωq = 2JH

√
1 − γ2

q , (3.50)

with γq = (cos qxa + cos qya)/2. The effective coupling constant is JH , and it can be

calculated from the Hubbard model parameters as

JH =
4J2

U
. (3.51)

It is shown in Section 7.4 that this dispersion relation can, in principle, be directly ob-

served experimentally, albeit it poses a very difficult technical challenge‖.

RPA correction to the AFM order parameter

Quantum fluctuations also affect the AFM order parameter m. In the Heisenberg model,

quantum fluctuations suppress the order parameter m by about 40% [74]. Schrieffer et al.

[109] have computed corrections within the RPA to the order parameter m numerically

for the half-filled Hubbard model. The RPA-corrected mRPA can be calculated from a

polynomial fit to the curve shown in Fig. 3.8. The data shown in this figure has been

‖In chapters 5 - 7, the particular case of 40K trapped in an optical lattice is studied. With the parameters
used in these chapters [See Section 5.1] the hopping amplitude J [Eq. (2.14)] corresponds to frequencies
on the order of 5 to 20 Hz. Illuminating with a laser beam with a frequency of ≈ 3.91 THz, the necessary
relative frequency resolution to observe the structure of the collective mode is of the order of less than 10−14.
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Figure 3.8: Renormalised order parameter compared to the mean-field theory order
parameter. This data has been extracted from Schrieffer et al.’s Fig. 7 in [109].

extracted from Fig. 7 in [109]. The polynomial used to compute mRPA in this thesis is

mRPA = b0 + b1U/J − b2(U/J)2 + b3(U/J)3 − b4(U/J)4. (3.52)

Here, the approximate values of the coefficients are b0 ≃ −0.11, b1 ≃ 0.19, b2 ≃ 0.035,

b3 ≃ 0.0031 and b4 ≃ 1.1 × 10−4.
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Chapter 4

Optical diagnostics

In this chapter, the necessary formalism to do optical diagnostics is presented. In partic-

ular, the problem of light scattering off atoms in an optical lattice is analysed in detail.

The focus is on the regime where light is tuned far from the atomic transition resonance.

It will be shown how the atomic correlations can be mapped onto the fluctuations of the

scattered light [52]. Light scattering is shown to be a powerful tool for diagnostics of the

many-body state of atoms in an optical lattice.

4.1 Derivation of the scattered electric field

This section introduces the problem of matter interacting with light in the quantum

regime. The formalismpresented here follows thework of Javanainen and Ruostekoski [51].

In principle, the problem consists of writing down the Hamiltonian for light, matter, and

an interaction term. With this starting point, a set of coupled equations of motion for

the matter and light fields are derived and the initial problem is reduced to solving the

derived equations.

The physical operators describing atoms in optical lattices were introduced in Chap-

ter 2. In particular, Eq. (2.4), connects the | ↓〉 and | ↑〉 states of the model to the atomic

hyperfine states. Here, the set of internal-states of the atoms is considered, which in-

cludes excited states. Thus, the states are split into two categories: ground g, and excited

states e. The atomic states are denoted by {|Fgmg〉, |Feme〉}g,e. Respectively, Fg or Fe is

the angular momentum of the ground or the excited state, and mg or me is its z compo-

nent. To simplify the notation in the subscripts, mg and me will be denoted respectively
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4.1. Derivation of the scattered electric field

by g and e.

Light is described by the electric field operator Ê(r, t). This operator is decomposed

into a positive and a negative frequency component, respectively denoted as Ê+(r, t),

and Ê−(r, t). These two operators are adjoint to each other:

Ê−(r, t) =
[
Ê+(r, t)

]†
. (4.1)

The electric field can be written in the plane wave representation. In this representation,

âq is the annihilation operator for a photon with wave vector q and mode frequency

νq. The electric field transverse polarisation is given by êq. In this representation, the

positive frequency component is

Ê+(r, t) =
∑

q

ξqêqâq(t)eiq·r, ξq =

√
~νq

2ǫ0V
. (4.2)

Here, V is the quantisation volume and ǫ0 is the vacuum permittivity.

For the purposes of the problem at hand, light-matter interaction is considered only

at the dipole level. The dipole approximation is the lowest order approximation for the

interaction between matter and light, but it is enough for the formalism presented in this

thesis, as it is also the one with a highest probability amplitude. The dipole approxima-

tion neglects the spatial variation of the radiation field across the atom [17]. Moreover,

the rotating-wave approximation is made. This is a standard approximation in quantum

optics [28, 11, 23]; it throws away the rapidly oscillating terms under the assumption that

they oscillate with such a high frequency that the atom only sees the average null contri-

bution of the fast term. The RWA keeps only those terms in which a photon is absorbed

and an atom is excited, and the reverse process. These two terms account for transitions

between the ground and the excited state, and vice-versa. Processes involving simulta-

neous emission and excitation of an atom are neglected. With these approximation, the

interaction term can be written in terms of the atomic transition dipole matrix elements

between the ground state mg and the excited state me. These terms have the following

form:

deg = (dge)∗ = 〈Feme|d|Fgmg〉 = D
∑

g

〈Fg1; Feme|Fgmg1g〉 ê∗
g. (4.3)

The summation on the right-hand side of Eq. (4.3) runs over the circular polarisation

vectors. These three vectors correspond to g = −1, 0, 1, and their explicit expression is

ê+ = − 1√
2

(êx + iêy) , ê0 = êz, ê− =
1√
2

(êx − iêy) . (4.4)
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4.1. Derivation of the scattered electric field

Here, êi are the cartesian unit vectors (i = x, y, z). In Eq. (4.3), 〈Fg1; Feme|Fgmg1g〉

denotes the corresponding Clebsch-Gordan coefficient [17], and

D =

(
6π~ǫ0γ

k3

)1/2

(4.5)

is the reduced dipole matrix element. The latter is related to the Weisskopf-Wigner ra-

diative resonance linewidth γ by

γ =
D

2k3

6π~ǫ0
. (4.6)

The collision terms in the excited state, and those between atoms in the ground state

and the excited state are ignored. As atoms only move a fraction of its wavelength during

its lifetime, the centre of mass motion of the excited state can be ignored [51]. After all

the previous provisos, the Hamiltonian that describes the scattering of light from atoms

in an optical lattice can be written as [51]

H =Ha +

∫
dr
∑

e

Ψ†
Feme

(r, t)

[
−~

2

2m
∇2 + Ve(r) − µ + ω0

]
ΨFeme(r, t)

−
∫

dr
∑

g,e

[
d∗

ge · Ê−(r, t)Ψ†
Fgmg

(r, t)ΨFeme(r, t) + deg · Ê+(r, t)Ψ†
Feme

(r, t)ΨFgmg (r, t)
]

+ ~
∑

q′

ωq′ â†
q′(t)âq′(t).

(4.7)

Where Ha represents the Hamiltonian of the ground-state. A particular example of

which is given in Eq. (2.5), which shows the Hamiltonian for a two-species system in

an optical lattice. In Eq. (4.7), µ is the chemical potential. The second term in the first

line represents the Hamiltonian of the excited state. Ve(r) is the trapping potential felt

by the atoms in the excited state*. The interaction between light and matter is described

by the terms in the second line. The term in the third line is the Hamiltonian for free

photons.

In order to obtain a tractable set of equations of motion from the Hamiltonian of

Eq. (4.7), the light electric field Ê(r, t) is assumed to have a frequency Ω nearly reso-

nant with the atomic transition ω0 [51]. The equations of motion for the fields are ob-

tained from Eq. (4.7) and Heisenberg’s equation of motion†. As computed directly from
*The trapping potential felt by atoms in the excited state, with angular momentum Fe, does not neces-

sarily have the same shape than that of the ground state atoms Fg [44].
†Heisenberg’s equation of motion for a quantum operator Ô is [105]

dÔ

dt
=

i

~

[
H, Ô

]
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4.1. Derivation of the scattered electric field

Eq. (4.7), these are coupled equations which cannot be solved in a direct manner. Off-

resonance scattering of light can be studied analytically by considering that the incoming

light is a monochromatic plane wave with frequency Ω in. The incident light is assumed

to propagate in a direction perpendicular to the lattice, that is, in the z direction as illus-

trated in Fig. 4.1. The positive frequency component of the incident electric field E+
in can

be written as

E+
in(r, t) =

1

2
ξêineik1·r−iΩint, (4.8)

where êin and k1 = kêz (k = Ωin/c) are, respectively, the polarisation and wavevec-

tor of the incoming light. Because the incoming light is assumed to be monochromatic,

the equation of motion for the excited state can be solved adiabatically‡. This allows

for writing down the excited state field operator in terms of the incoming light and the

ground state field operators. The resulting expression for the scattered electric field only

depends on the ground state field operators. In fact, the scattered electric field is pro-

portional to the transition amplitude of atoms between the initial and final hyperfine

electronic ground states g and g′ [51],

E+
sc(r, t) = C

∑

g′g

Λg′g

∫
d3r′e−i∆k·r′

Ψ̂†
g′(r

′, t)Ψ̂g(r′, t). (4.9)

Thus, the problem has been reduced to solving the ground state Hamiltonian for the

atoms, for example Eq. (2.5). The effects of light on the ground state can be regarded as

secondary as long as the intensity of the incoming light is low. The assumption is also

made that atoms do not experience multiple scattering of light and that QED effects are

negligible [51].

In Eq. (4.9), the field is evaluated at r in the far radiation zone with the origin located

inside the atomic sample. Thus, |r − r′| ≃ r − n̂ · r′ with

n̂ =
(r − r′)
|r − r′| , (4.10)

The integral in Eq. (4.9) is over all the radiating atomic dipole sources at the positions r′.

The field is scattered in the direction k2 and the change of the wavevector of light upon

scattering is, see Fig. 4.1,

∆k = k2 − k1 = k(n̂ − êz) = k (sin θ sin φ, sin θ cos φ, cos θ − 1) . (4.11)

‡This boils down to the assumption d/dt
(
eiΩtΨe(r, t)

)
≈ 0.
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4.1. Derivation of the scattered electric field

Equation (4.9) encodes the relevant information about the level structure and its effects

in the vector Λg′g. It is defined as

Λg′g =
1

D2

∑

e

n̂ × (n̂ × d∗
g′e)(êin · deg). (4.12)

The atomic transition dipole matrix elements, dge, between the ground state g and the

excited state e are defined in Eq. (4.3). The prefactor C in Eq. (4.9) is

C =
3ξeikrγ

4δkr
, δ ≡ Ωin − ω0. (4.13)

δ denotes the detuning of the incident light frequency Ωin from the atomic resonance

frequency ω0. From Eq. (4.9), it is clear that the polarisation of the scattered electric field

is

ǫ̂g′g =
Λg′g

|Λg′g| . (4.14)

It is worth mentioning that even though the excited state has been eliminated from the

calculation of the electric field, it is not being neglected. It is present in the description of

the scattered light in the polarisation factor. The scattered light polarised in a direction

parallel to the polarisation vector of one of the scattered transitions can be computed

projecting the scattered electric field along that direction. This is done dotting the given

field with that particular polarisation

Λg′g → Λg′g|ǫ̂g1g2
= Λg′g · ǫ̂g1g2 ǫ̂g1g2 (4.15)

Before going into the scattered intensity, the relation between the optical lattice laser

and the probing laser has to be clarified. The frequency of the lasers used for creating an

optical lattice is off-resonance from the atomic transition as this diminishes the atomic

losses, see Chapter 2. Using active optical components, the lattice spacing can be mod-

ulated as in, for example, the case with accordion lattices where the lattice spacing is

different from the one determined by the laser frequency [67, 125, 1]. In this thesis, the

ratio κ between the probe light wavenumber k and the effective lattice light wavenumber

kl [Eq. 2.3] is varied. Thus, κ is defined as

k = κ kl = κ
π

a
. (4.16)

The parameter κ determines the range of momenta probed by the scattered light [see

Eqs. (4.11) and (4.28)].
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4.2. Scattered intensity

4.2 Scattered intensity

In the previous section, the scattered electric field was shown to depend on the ground-

state of the atoms [Eq. (4.9)]. These fields can be detected by measuring the intensity or

their spectrum [see Sec. 4.3]. This section concentrates on the intensity of the scattered

light. If the scattered electric fields are known, the intensity is given by§ [104]

I = 2ǫ0c
〈

E−
sc(r, t)E+

sc(r, t)
〉

. (4.17)

Here, c denotes the speed of light in vacuum. To obtain the intensity in terms of the

atomic correlation functions, the electric field amplitudes from Eq. (4.9) are substituted

in Eq. (4.17). This is done along with the assumption that the atoms only populate the

lowest energy band. In a similar fashion as was done in Chapter 2, the atom field op-

erators are expanded in terms of the Wannier functions [Eq. (2.6)]. Here, ĉjng is the

annihilation operator for the atoms in the electronic ground state g in the n-th band and

at the lattice site j = (jx, jy). By expanding the field operators making use of Wannier

functions the intensity can be written as:

I(∆k) = B
∑

g1,g2
g3,g4

M
g3g4
g2g1



∑

j1,j2
j3,j4

∑

n1,n2
n4,n4

f∗
j4n4,j3n3

fjn1,jn2

〈
ĉ†

j4n4g4
ĉj3n3g3

ĉ†
j2n2g2

ĉj1n1g1

〉

. (4.18)

In Eq. (4.18), the following factors have been defined

B ≡ Iin

(
3γ

2δkr

)2

, Iin =
1

2
ǫ0cξ2. (4.19)

Iin denotes the intensity of the incoming light. M
g3g4
g2g1

encodes all the information on the

level structure of the system and the polarisation of the probing light. These factors are

defined as

M
g3g4
g2g1

= Λ∗
g3g4

Λg2g1. (4.20)

The spatial overlap between wavefunctions is denoted by fin,jm. The explicit definition

of this factor is

fin,jm(∆k) =

∫
drw∗

m(r − rj)wn(r − ri)e
−i∆k·r. (4.21)

§Eq. (4.17) is a special case from the most general formula for the quantum intensity operator, as in
formula (5.98) of [70]

I(r) =
〈
Î(rt)

〉
=

〈
Ê−(rt) × B̂+(rt) − B̂−(rt) × Ê+(rt)

〉

µ0

where as should be Ê and B̂ represent the electric and magnetic field operator respectively. In the particular
case of polarised incoming light beam it reduces to Eq. (4.17).
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4.2. Scattered intensity

This follows the notation introduced by Douglas and Burnett [31]. Equation (4.18) is

completely general, i.e., it includes both type of processes: those between atoms in the

lowest band, and scattering events to higher bands ¶. When the temperature is low

enough, higher bands are unpopulated. In this regime, scattering to higher bands car-

ries no information about the atomic correlations and can be studied separately. This is

considered in Sec. 4.4. Even though when no information can be extracted from such

processes, they cannot be ignored altogether as they contribute to the atom losses and

heating effects. From this point onwards, and for the following section [Section 4.3], only

processes within the lowest band [n = 0] are considered.

In the tight-binding regime, the spatial overlap between different sites in Eq. (4.18)

is negligible. Mathematically, this corresponds to fi0,j0(∆k) ≈ δijfi0,i0(∆k), where δij

is a Kronecker delta in lattice space. If the lattice potential does not depend, at least

approximately, on the particular ground state level g, the Debye-Waller factor α∆k is the

Fourier transform of the lattice site density. An analytical expression for this factor can be

evaluated by means of the harmonic approximation to the Wannier functions introduced

in Eq. (2.8),

α∆k =
∣∣fi0,i0(∆k)

∣∣2 =

∣∣∣∣
∫

d3re−i∆k·r|w0(r)|2
∣∣∣∣
2

=
∏

i=x,y,z

exp

[
−(∆ki)

2l2i
2

]
. (4.22)

The oscillator length li is defined by Eq. (2.9). Hence, the scattered light intensity is [104]

I(∆k) = α∆kB
∑

g1,g2
g3,g4

M
g3g4
g2g1

∑

i,j

ei∆k·(ri−rj)
〈
ĉ†

ig4
ĉig3

ĉ†
jg2

ĉjg1

〉
. (4.23)

The scattered intensity from the sample is dependent on the atomic correlations and

the light serves only as a way of looking at those. The expression for the scattered inten-

sity intensity expression [Eq. (4.23)] can be written in a more condensed matter theorist-

friendly way. Using Eq. (3.6) to transform to momentum space representation results

in

I(∆k) = Bα∆k

∑

g1,g2
g3,g4

M
g3g4
g2g1


 1

N4
s

∑

q,q′

u
∗
∆̄k−q

u∆̄k−q′

∑

k,k′

〈
ĉ†

k+qg4
ĉkg3

ĉ†
k′−q′g2

ĉk′g1

〉

. (4.24)

The sum of the plane waves over the lattice is denoted as

uk ≡
∑

j

e−ik·rj . (4.25)

¶An equivalent expression to Eq. (4.23) where the effect of higher bands in the scattered light is taken
was first presented in [31].
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4.2. Scattered intensity

z

yx

Figure 4.1: Schematic illustration of the light scattering set-up. The atoms are confined
in the optical lattice close to the xy plane. The incident light field with the wavevec-
tor k1 propagates perpendicular to lattice in the positive z direction. The wavevector
of the scattered light is denoted by k2 with the scattering direction determined by the
coordinates θ and φ

The expectation values in Eq. (4.24) split into two possible categories, connected and dis-

connected correlation functions‖(see, for example, Ch. 13.4 of [20]). All the q = q′ = 0

terms in Eq. (4.24) correspond to the disconnected case; physically, disconnected corre-

lations describe processes in which the initial and final states are the same. Consequently,

connected correlations functions (indicated by the subscript c) correspond to processes

where the initial and final states are different.

Evaluating the expected value in Eq. (4.24), the different contributions can be classi-

fied in terms of the elastic and inelastic components**. Thus, the scattered light can be

separated in terms of the elastically and inelastically scattered light intensities Ie(∆k)

and Ii(∆k), respectively,

I(∆k) =Ie(∆k) + Ii(∆k) (4.26)

Ie(∆k) =Bα∆k

∣∣∣∣∣
∑

g

Λ∗
gg 〈ρ̂∆̄kg〉

∣∣∣∣∣

2

= Bα∆k

∑

g1g3

M
g3g3
g1g1

〈ρ̂∆̄kg3
〉 〈ρ̂−∆̄kg1

〉, (4.27)

Ii(∆k) =Bα∆k

∑

g1,g2
g3,g4

M
g3g4
g2g1

Sg3g4
g2g1

(∆̄k). (4.28)

∆̄k denotes the change of wave vector of light on the xy plane [∆k is defined in Eq. (4.11)].

The density operator ρ̂kg for the spin state g is given by Eq. (3.24), and the static structure

‖This separation can be understood in terms of Wick contractions [71]. Consider the time dependent
version of the correlation in Eq. (4.24)

〈
T ĉ†

k+qg4
(t4)ĉkg3

(t3)ĉ†
k′−q′g2

(t2)ĉk′g1
(t1)
〉

=
〈
T ĉ†

k+qg4
(t4)ĉkg3

(t3)ĉ†
k′−q′g2

(t2)ĉk′g1
(t1)
〉

+
〈
T ĉ†

k+qg4
(t4)ĉkg3

(t3)ĉ†
k′−q′g2

(t2)ĉk′g1
(t1)
〉

Here T denotes a time-ordered product [71]. The first term can be written as the product of two indepen-
dent expectated values. In general, the second term links the involved momenta, which means that there is
a momenta exchange. See also Section 4.3.1.

**See Section 4.3.1
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4.2.1. Elastic component of the scattered light: single species atomic gas

factor is defined as

Sg3g4
g2g1

(∆̄k) ≡ 1

N4
s

∑

q,q′ 6=0

u
∗
∆̄k−q

u∆̄k−q′

∑

k,k′

〈
ĉ†

k+qg4
ĉkg3 ĉ†

k′−q′g2
ĉk′g1

〉

c
. (4.29)

The effect of the finite size of the lattice, due to the finite number of atoms in an optical

lattice, is included in Eq. (4.29) via the uk factors. The real experimental system is not

translationally invariant. In this thesis, as was explicitly done in Chapter 3, the system

is approximated by an translationally invariant system. For a large lattice, the uk factors

can be approximated by a delta function

uk → N2
s δk,0 (4.30)

and the static structure factor simplifies to

Sg3g4
g2g1

(∆̄k) ≃
∑

k,k′

〈
ĉ†

k+∆̄kg4
ĉkg3

ĉ†
k′−∆̄kg2

ĉk′g1

〉

c
. (4.31)

For a 40×40 lattice, using Eq. (4.31) in Eq. (4.28) leads to changes in the integrated in-

elastically scattered light intensity which are less than 2%. In Section 3.2.1, the static

response function was introduced. This function is directly related to the correlations

in the system. If the atomic gas trapped in an optical lattice, which is inhomogeneous,

is approximated by the homogeneous and translationally invariant system, then the cor-

relations are computed and result in diagonal response functions. The scattered light

scattering [Eq. (4.28) can be written in terms of this functions as

Ii(∆k) ≃ Bα∆k

∑

q 6=0

|u∆̄k−q|2
∑

g1,g2
g3,g4

M
g3g4
g2g1

Sg3g4
g2g1

(q, q). (4.32)

This approximation still includes some finite-size effects. These finite-size effects are

described by the diffraction pattern |u∆̄k−q|2.

In this section, the scattered light intensity has been shown to convey information

about the atomic correlations function in the lattice. The crystal-like structure of the

lattice is put to manifest in the diffraction pattern generated by the |u∆̄k−q|2 factors, and

in overall envelope due to the Debye-Waller factor [Eq. (4.22)]. On the other hand, the

level structure and the polarisation of the probe light is encoded in the M
g3g4
g2g1

.

4.2.1 Elastic component of the scattered light: single species atomic gas

In order to clarify the elastic component of the scattered light, the case of a uniformly

filled lattice with a single-species is analysed here [104]. In this case, there is no broken
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4.2.1. Elastic component of the scattered light: single species atomic gas

translation symmetry and there is no interference nor magnetic ordering peaks. If there

is a single-species g with a uniform fg, the expectation value of the density operator is

〈
ρ̂∆̄kg

〉
= u∆̄kfg. (4.33)

The atomic filling factor fg is defined as the number of atoms of species g divided by the

number of lattices sites,

fg =
Ng

N2
s

. (4.34)

The change of light momentum ∆̄k is defined in Eq. (4.11). Using Eq. (4.33) into

Eq. (4.27), the elastic component of the scattered light is

Ie(∆k) = Bα∆k|u∆̄k|2M
gg
gg |fg|2 . (4.35)

In the previous expression, there are three different factors: the Debye-Waller factor

[Eq. (4.22)], the M
gg
gg-tensor [Eq. (4.20)], and the Bragg diffraction pattern of the lattice

|u∆̄k|2. In the specific case of a 2D square lattice, this factor is the diffraction pattern

resulting from a 2D square array of Ns × Ns diffracting apertures

|u∆̄k|2 =
∏

α=x,y

sin2
(

Ns∆̄kαa
2

)

sin2
(

∆̄kαa
2

) . (4.36)

In Eqs. (4.35) and (4.36) and in the rest of this thesis, ∆̄k is projection of the change

of momentum of the light upon scattering ∆k [Eq. (4.11)] on the xy plane. It is clear

from Eqs. (4.35) and (4.36) that in the uniformly filled single-species case††, the elastic

component of the scattered light carries no information about the correlations of the

particles. All it contains is information about the filling (the maximum height of the

diffraction peak in the forward direction is proportional to N4
s , and is weighted by the

square of the atomic filling factor fg). Any other information to be extracted from the

system about its correlations has to be obtained from analysing the intraband inelastic

component of the scattered light [Eq. (4.28)]. Given the lattice-size scaling of the elastic

diffraction pattern, blocking it before the detection of the light improves the detection

of the inelastic component considerably [104]. This is analysed in detail in Sections 5.2

and 6.1.1.

For the elastic component of the single-species uniformly filled optical lattice, the

effect of the Debye-Waller factor is negligible. It modulates the scattered light, but it

††This is also true when there are multiple-species all with uniform filling.
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4.3. Scattered spectrum

only affects it away from the forward direction. As shown above, the elastic component

is a diffraction pattern which is to be blocked.

If translation symmetry is broken, the picture presented above no longer holds. In

particular, in the AFM state studied in Sec. 3.2, it was shown that the bipartite nature of

the AFM pattern breaks translation symmetry. This translates into a halving of the BZ

which doubles its periodicity. If this is the case, as analysed in Section 5.2, the broken

symmetry has an observable effect in the diffraction pattern. The new emerging peaks are

a signature of the AFM ordering in the system. This effect was first analysed in Ref. [29]

for the 3D Heisenberg model.

4.3 Scattered spectrum

In the previous Section, the relation between the scattered light intensity with the equal

time atomic correlations [Eqs. (4.26)-(4.28)] was presented. This Section is devoted to

the spectrum of the scattered light. It is shown how it conveys information about the

excitation spectrum of the atoms in the lattice. The scattered light spectrum is obtained

as the Fourier transform of the two-time correlation function of the scattered electric

field [51]

S(∆k, ω) = A

∫
dteiωt

〈
E−(r, 0)E+(r, t)

〉
. (4.37)

Here, A denotes a normalisation factor. Thus, the scattered spectrum can be written in

terms of the two-time correlation functions of the atoms in the optical lattice. In the

same fashion as was done with the intensity in the previous section, the spectrum can be

separated into an elastic and inelastic component resulting in

S(∆k, ω) =Se(∆k, ω) + Si(∆k, ω), (4.38)

Se(∆k, ω) =A′α∆kδ(ω)

∣∣∣∣∣
∑

g

Λgg 〈ρ̂−∆̄kg〉
∣∣∣∣∣

2

, (4.39)

Si(∆k, ω) =A′α∆k

∑

g1,g2
g3,g4

M
g3g4
g2g1

Sg3g4
g2g1

(∆k, ω). (4.40)

where A′ ≡ AB/(2ǫ0c). The dynamical structure factor, which is analogous to the static

case of Eq. (4.29), has been introduced in the last equation. It is defined as
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Sg3g4
g2g1

(∆k, ω) =
1

N4
s

∑

q,q′ 6=0

u
∗
∆̄k−q

u∆̄k−q′

∑

k,k′

∫
dteiωt

〈
ĉ†

k+qg4
(0)ĉkg3

(0)ĉ†
k′−q′g2

(t)ĉk′g1
(t)
〉

c
.

(4.41)

The elastic component corresponds to a peak at ω = 0. The subscript c indicates the

connected diagrams for which ω 6= 0. Non-negative frequencies corresponds to the exci-

tations of the system [see Chapter 7]. Eq. (4.40) is approximated in a similar fashion to

Eq. (4.32)

Si(∆k, ω) ≃ α∆kA′ ∑

q 6=0

∣∣∣u∗
∆̄k−q

∣∣∣
2 ∑

g1,g2
g3,g4

M
g3g4
g2g1

Sg3g4
g2g1

(q, q; ω). (4.42)

4.3.1 Remark on the separation between the elastic and inelastic

components of the scattered light

In Sections 4.2 and 4.3, the scattered light was separated into two components: the elas-

tic, which encompasses processes in which there is no transfer of energy or momentum

between the light and the system, and the inelastic, which contains any other possible

process. The separation can be clarified by writing down a spectral decomposition of the

dynamic response function [Eq. (3.26)]. This results in [91]

Sg3g4
g2g1

(q, q′, ω) =
1

ZN4
s

∑

m,n

∑

k,k′

eβEmδ(ω − (Em − En)/~))×

×
〈

m|ĉ†
k+qg4

ĉkg3
|n
〉 〈

n|ĉ†
k′−q′g2

ĉk′g1
|m
〉

.

(4.43)

Here, Z is the grand canonical partition function [91]. In Eq. (4.43), for a non-degenerate

system, the probability amplitudes that represent an elastic process are those for which

m = n. For m 6= n there is an energy transfer. For a non-degenerate system, only those

transitions with ω = 0 will be part of the elastic component. It is easy to see that this

reasoning is still valid for the degenerate case. It can be shown by lifting the degeneracy,

by adding another subindex to the energies Em,γ , and repeating the same reasoning as

for the non-degenerate system. Then, given that Em = Em,γ∀γ, ω = 0 is the elastic

component of the scattered light, as stated earlier. From this, it follows that the elastic

components of the scattered light results from the four operator expectation values that

factor as
〈

ĉ†
k+qg4

ĉkg3

〉 〈
ĉ†

k′+q′g2
ĉk′g1

〉
. Taking this into the following constraints follow:

g4 = g3 and g2 = g1. In general, the only possible value for q and q′ is 0‡‡. Hence, the
‡‡In the particular case of an AFM ground state in the 2D half-filled Hubbard model, the doubling of the

BZ results in Q [Eq. (3.3)] being equivalent to 0.

48



4.4. Estimating the losses due to scattering to higher bands

scattered light can be written in terms of two different contributions

S(∆k, ω) = Se(ω = 0, ∆k) + Si(ω > 0, ∆k), (4.44)

and analogously for the intensity

I(∆k) = Ie(∆k) + Ii(∆k) (4.45)

Where Ie and Ii stand for elastic and intraband inelastic scattering respectively. It is

worth mentioning that Eq. (4.44) is only valid at T = 0, as for finite temperature there

are contributions with negative frequencies to the scattered light.

4.4 Estimating the losses due to scattering to higher bands

As it was pointed out in [31], Eq. 4.23 is not the whole story. Inelastically scattered light

has another component, scattering to higher bands, that has not been taken into account

in Sections 4.2 and 4.3. This component plays a non-negligible role in the destruction of

the system during the experiment. In [31], Douglas and Burnett derived an expression

to compute the contributions for to the scattered light in a single-species case. Here, the

general expression for the full multi-species case is presented. Starting with Eq. (4.18)

and focusing only on the sum over lattice sites and bands, following [31], the terms that

represent lost atoms due to scattering to higher bands can be written as

(∗) =
∑

j,m6=0

f∗
j40,j3mfj10,j2m

〈
ĉ†

j40g4
ĉj3mg3 ĉ†

j2mg2
ĉj10g1

〉
. (4.46)

The previous expression can be simplified, thus eliminating any dependencies on the

higher bands. This is achieved via the following closure relation for the Wannier func-

tions:
∑

jm

f∗
j40,jmfj10,jm = δj1j2

. (4.47)

Which leads to

(∗) = δg4g1δg3g2N [1 − α∆k] . (4.48)

Apart from the Kronecker delta function for the spin species, this expression is the same

as Eq. (16) of [31]. N is the total number of atoms in the lattice. As long as the assumption

about unpopulated higher bands is valid, this result remains valid for both statistics,
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4.5. Summary of the results presented in this chapter

fermionic and bosonic. An accompanying expression for Eq. (4.23) can be written now.

The losses due to the scattering to higher bands as can be estimated from

Ihb(∆k) = BN [1 − α∆k]
∑

g,g′

M
g′g
g′g. (4.49)

The losses to higher bands are independent of the state of the system but its only a func-

tion of the probing laser frequency, intensity, and the optical lattice depth.

4.5 Summary of the results presented in this chapter

This chapter presents the general equations that describe the scattered light intensity

[Eqs. (4.26)-(4.28) and Eq. (4.49)] and scattered light spectrum [Eqs. (4.38)-(4.40)]. The

scattered light can be separated into two components: the elastic component and the in-

elastic. The elastic component has been shown to be formed of those processes where

there is no change in momentum. In the case in which the initial state of the lattice is

that of unpopulated higher bands, the inelastic component of the scattered light can be

furthermore separated into two components: intraband processes [Eqs.(4.28) and (4.40)]

and interband processes [Eq. (4.49)]. The intraband scattering processes serve as a probe

of the correlations between the atoms, whereas the interband processes are only impor-

tant due to the finite size of the lattice because of their influence on the heating effect of

the scattering of light§§.

Equation (4.28) clearly shows how to connect the experimental signal with calcula-

tions and how results from condensed matter physics can be directly used to study their

analogous realisation in optical lattices. When the harmonic trapping can be neglected,

Eq. (4.28) simplifies to Eq. (4.35).

§§This is analysed in great detail in Chapter 6.
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Chapter 5

Scattered light intensity from a

two-dimensional optical lattice of

40K

All the previous developments form the basis to formulate a particular problem and solve

it in a straightforward way. It can be simply stated as: what is the optical response of 40K

atoms loaded in an optical lattice if they are in an antiferromagnetic phase (sdw one)? This

is the first of three chapters in which the many-body physics of Chapter 3 is joined with

the optical diagnostics of Chapter 4 to analyse light scattering as a probe for ultracold

atoms in optical lattices. The study presented in this Chapter and in the following two

[Chapters 6 and 7] concentrates in modelling a particular experiment. Here, results on

the scattered light intensity off a 2D optical lattice loaded with 40K in the half-filled

Hubbard model regime at very low temperatures are presented.

5.1 Two-species atomic gas of 40K

This part of the thesis [Chapters 5, 6 and 7] focuses on applying the formalism presented

in Chapter 4 to the fermionic atom 40K. This isotope has been used in the realisation of

a Mott insulator in optical lattices [54, 107], but other atoms are available and different

level states could be used. The available level structure of 40K is shown in Fig. 5.1. The

correspondence between ground and excited states and the hyperfine states for atoms

trapped in the lattice is given by:

51



5.1. Two-species atomic gas of 40K

42S1/2

42P1/2
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−11/2
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3/2
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−3/2

−3/2

1/2

1/2

−1/2

−1/2

| ↓〉
| ↑〉

States used in [107]

D2 ≡ 42S1/2 → 42P3/2 at 766.7 nm. Used in [104]

Figure 5.1: Hyperfine spectra of the first three levels of 40K. Arbitrary scale.

|2〉|1〉

| ↓〉 | ↑〉

σ−
σ−

σ+

σ+

π

Figure 5.2: Transitions induced with σ− illumination in the particular case of 40K that

is studied in this thesis. There are two different transitions: cycling transitions (| ↑〉 σ−

→
|2〉 σ+

→ | ↑〉 and | ↓〉 σ−

→ |1〉 σ+

→ | ↓〉) and a spin flipping transition (| ↑〉 σ−

→ |2〉 π→ | ↓〉). These
have different polarisation tensors, and hence, a different geometrical factor, which, given
that each transition is associated with a physically different susceptibility, is good when
it comes to distinguishing them, as one has only to measure in different directions.

|1〉 = |Fe, me = −Fe〉, |2〉 = |Fe, me = −Fe + 1〉 (5.1)

| ↑〉 = |Fg, mg = −Fg + 1〉, | ↓〉 = |Fg, mg = −Fg〉 (5.2)

Where Fe = Fg + 1. The setup studied here is illustrated in Fig. 5.3. The presence of

a periodic array of atoms gives rise to a diffraction pattern highly peaked at the origin.

This peak hides the less intense inelastically scattered photons that convey information

about the correlations of the system. Hence, the main peak is blocked to improve the

signal-to-noise ratio. For the analysis presented here, the probing light has been chosen
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5.1. Two-species atomic gas of 40K

to be a σ− polarised beam. With this beam, the two ground states are coupled to the

electronically excited states. Figure 5.2 shows the specific transitions considered here

which correspond to the following ground states

| ↓〉 =|4S1/2, Fg = 9/2, mF = −9/2〉,

| ↑〉 =|4S1/2, Fg = 9/2, mF = −7/2〉. (5.3)

σ− light excites the atoms to the following states

|1〉 =|4P3/2, Fe = 11/2, mF = −11/2〉,

|2〉 =|4P3/2, Fe = 11/2, mF = −9/2〉. (5.4)

The non-zero polarisation tensors Mg3g4
g2g1

[Eq. (4.20)] are those that describe the tran-

sitions shown in Fig. 5.2. Using Eq. (4.20) with the levels given of Eqs. (5.3) and (5.4)

results in

M
↓↓
↓↓ =

1

4
(3 + cos 2θ) , M

↑↑
↓↓ =M

↓↓
↑↑ =

9

44
(3 + cos 2θ) ,

M
↑↑
↑↑ =

81

484
(3 + cos 2θ) , M

↓↑
↓↑ =

18

121
sin2 θ. (5.5)

There are two types of transitions: a cycling transition, which excites to a level and then

decays back to the original ground state level, and a spin-flipping transition, which excites

an | ↑〉 state into |2〉, and then decays to | ↓〉. The different transitions are related to

different susceptibilities [Eq. (5.14)]. This is advantageous from the experimental point of

view as each different transition has a different polarisation [See Fig. 5.2 and Eq. (5.5)]. As

a result, there exists a partial geometrical separation of the different contributions, which

can be investigated by changing the position of the lens. This can be exploited to extract

information from the system by measuring the scattered light at different angles. Here,

this possibility is explored by means of the different configurations illustrated in Fig. 5.3.

Three different possibilities are studied: a configuration where the lens is directly on

top of the magnetic Bragg peak [Fig. 5.3(a)], a configuration where the lens is placed in

the forward direction [Fig. 5.3](b), and a configuration where the lens is placed in the

perpendicular direction [Fig. 5.3(c)].

Unless otherwise stated, all the results shown in this chapter have been computed

with a lattice of linear size Ns = 40. When considering the possible optical lattice con-

figurations, two lattice heights have been studied: 7.8ER and 25ER. In the direction
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5.1. Two-species atomic gas of 40K

perpendicular to the lattice, the trap frequency has been chosen as ωz = 10
√

2ER/~. For

40K, experimentally realistic [54, 107, 41] values for the parameters have been assumed.

The incoming light wavelength is taken to be λ = 766.5nm, its intensity is chosen as

Iin = 5W/m2, and it is assumed to be detuned from the atomic resonance* δ = 20γ

[Eq. (4.13)]. This yields in Eq. (4.19) Br2 ≈ 1615 photons/s. The ratio between the lat-

tice spacing and the wavelength of the incident light is varied by changing κ [Eq. (4.16)].

Three different values of this parameter are studied: κ = 0.66, 1.05 and 1.5. All these

correspond to subwavelength lattice spacing, but the additional magnetic peak due to

period doubling may only be observed for κ = 1.5 >
√

2.

In the previous chapter, the scattered light intensity was shown to be separable into

three different contributions,

I = Ie + Ii + Ihb. (5.6)

Here, each of these different contributions is analysed separately. Given that the only

non-zero contributions to the scattered intensity are determined by Eq. (5.5) [Fig. 5.2]

the explicit expressions for the elastic and interband components are

Ie(∆k)

α∆kB
=

(√
M

↓↓
↓↓
〈
ρ̂∆̄k↓

〉
+
√

M
↑↑
↑↑
〈

ρ̂∆̄k↑
〉)2

, (5.7)

Ihb(∆k) =BN2
s (1 − α∆k)

(
M

↑↑
↑↑ + M

↓↓
↓↓ + M

↓↑
↓↑
)

. (5.8)

The explicit expression for Debye-Waller factor α∆k is given in Eq. (4.22), and the coeffi-

cient B is defined in Eq. (4.19). In Eq. (5.7), the Fourier transform of the density operator

is defined in Eq. (5.17).

The intraband inelastic component of the scattered intensity Ii(∆k) has a more cum-

bersome expression. When the susceptibilities for the Hubbard model were introduced

in Chapter 3, the broken translation invariance was accommodated by writing the sus-

ceptibilities as 2×2 matrices [Eqs. (3.45), (3.46) and (3.47) Eq. (3.31)]. Hence, here the

formalism presented in Chapter 4 has to be adapted to the matricial notation. In par-

ticular, Eq. (4.32) is written with a matricial equivalent of the static response function

*In the particular case of 40K, the frequency separation between the |4P3/2, Fe = 11/2〉 and |4P3/2, Fe =
9/2〉 is ≈ 44.1 MHz[115], see also Fig. 5.1. The natural linewidth of the D2 line in 40K is 6.035(11) MHz [115]
with a wavelength of λD2

= 767.7021 nm [65]. This can also excite atoms to the |4P3/2, Fe = 9/2〉 although
these processes are not considered in this thesis. To include them, extra terms would have to be included
and those terms would differ from the ones considered because the factor B, defined in Eq. (4.19), depends
on the detuning and it is different for the |4P3/2, Fe = 9/2〉 states. This can be minimized by tuning away
from this frequency.
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5.1. Two-species atomic gas of 40K

[Eq. (3.25)]. This is a 2×2 matrix which has an analogous definition to that of the matri-

cial susceptibility [Eq. (3.31)]. It is defined as

SSSg3g4
g2g1

(q
˜

) =




Sg3g4
g2g1

(q
˜

, q
˜

) Sg3g4
g2g1

(q
˜

, q
˜

+ Q)

Sg3g4
g2g1

(q
˜

+ Q, q
˜

) Sg3g4
g2g1

(q
˜

+ Q, q
˜

+ Q)


 . (5.9)

As defined in the previous equation, the static response function has four indices which

correspond to the species of each operator in its definition. The results presented in Sec-

tion 3.2.1 [Eqs. (3.32), (3.34), and (3.35)], and in Section 3.3 [Eqs. (3.45), (3.46), and (3.47)]

are for the charge, longitudinal spin and transverse spin susceptibilities, respectively.

The susceptibilities are time-ordered correlation functions which can be used to compute

the dynamical response functions via Eqs. (3.30) and (3.28). The static response function

is obtained by integrating the dynamic response function over frequencies [Eq. (3.27)].

Using the definition of those operators [Eqs. (3.24), (3.23) and (3.20)], it is trivial to

relate the operator defined response function to the quadruply indexed ones. Explicitly,

this results in

SSSρρ(q) = SSS↑↑
↑↑(q) + SSS↓↓

↓↓(q) + SSS↑↑
↓↓(q) + SSS↓↓

↑↑(q), (5.10)

SSSzz(q) =SSS↑↑
↑↑(q) + SSS↓↓

↓↓(q) − SSS↑↑
↓↓(q) − SSS↓↓

↑↑(q), (5.11)

SSS+−(q) = 2SSS↓↑
↓↑(q). (5.12)

The diffraction factors uq defined in Eq. (4.25) can also be accommodated into the RBZ

structure by defining

uuuk =




uk

uk+Q


 , k ∈ RBZ. (5.13)

After the previous notational digression, the explicit form of the intraband scattered light

intensity [Eq. (4.32)] for a 2D atomic gas of 40K in the half-filled Hubbard regime is

Ii(∆k) = α∆kB




(
M

↓↓
↓↓ + M

↑↑
↑↑
) RBZ∑

q 6=0

uuu†
∆̄k−q

1

4
[SSSρρ(q) + SSSzz(q)]uuu∆̄k−q

+
(
M

↓↓
↑↑ + M

↑↑
↓↓
) RBZ∑

q 6=0

uuu†
∆̄k−q

1

4
[SSSρρ(q) − SSSzz(q)]uuu∆̄k−q

+ M
↓↑
↓↑

RBZ∑

q 6=0

uuu†
∆̄k−q

1

2
SSS+−(q)uuu∆̄k−q



 . (5.14)
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{

{

{
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Figure 5.3: Schematic illustration of the experimental configurations to detect AFM or-
dering of fermionic atoms in an optical lattice. The atoms are confined in the 2D optical
lattice close to the z = 0 plane and the incident light propagates towards the positive z
direction. In (a), the elastically scattered light corresponding to the emerging additional
Bragg peak generated by the AFM ordering is collected by a small lens. In (b), the setup
is closely related to that of Ref. [104]. The two lenses have focal lengths f1 and f2. The
light scattered in the near-forward direction is first collected by lens 1. In the focal plane
the scattered light is selectively stopped by a block in order to suppress the intensity of
the elastically scattered light at the detector. The shape and the size of the block can be
optimised for different measurements of collective excitations or of temperature. In (c)
the scattered light is collected near the perpendicular scattering direction of θ = π/2, to
measure transverse spin correlations.
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5.2. Elastic scattering

5.2 Elastic scattering

This section focuses on the elastic component of the scattered light [Eq.(5.14)]. Contrary

to the uniformly filled case [Section. 4.2.1], in the half-filled Hubbard model, the elastic

component of the scattered light contains a great deal of information about the state of

the system. In order to analyse this effect in detail, the explicit values of the M-tensor

listed in Eq. (5.5) can be substituted into Eq. (5.14) to obtain an explicit expression. The

elastic component of the scattered light can then be written as

Ie(∆k) = α∆kB
1

4
(3 + cos 2θ)

(〈
ρ̂∆̄k↓

〉
+

9

11

〈
ρ̂∆̄k↑

〉)2

. (5.15)

Eq. (5.15) has two different contributions. Each term
〈
ρ̂∆kg

〉
represents the Fourier trans-

form of the expectation value of the density operator for spin species g. These terms are

weighted by a different factor. In particular, the factor of 9/11 in front of the | ↑〉 term

originates in the Clebsh-Gordan coefficient. It is due to the dipole matrix transition el-

ements of the transitions associated with that particular hyperfine state [Fig. 5.2]. This

does not happen in solids but only for atoms trapped in a hyperfine state on an optical

lattice. This equation, though, is not physically transparent, meaning that it does not

show how the magnetisation of the system affects the elastic scattered light. The mag-

netic ordering appears when the equivalent of Eq. (4.33) is written for the half-filled

Hubbard Hamiltonian. The doubling of the unit cell is included in the MFT assumption,

second summand on the right-hand side of Eq. (3.4)]. Hence, the expectation value of the

density operator for the sdw case is

〈
ρ̂∆̄kg

〉
=
∑

j

ei∆̄k·rjn̂jg =
∑

j

ei∆̄k·rj

(
fg + mη(g)eiQ·rj

)
(5.16)

=u∆̄k fg + u∆̄k+Q m η(g) , (5.17)

where fg = 1/2 is the atomic filling factor of species g at half-filling and η(g) is defined

in Eq. (3.5). Comparing Eq. (5.17) to Eq. (4.33), there is a new term proportional to

the AFM order parameter m [Eq. (3.2)]. This term is centred around the ordering vec-

tor Q [Eq. (3.3)]. Within the MFT approximation, the order parameter m is obtained

self-consistently as a solution of Eq. (3.17). The T and U dependence of the MFT or-

der parameter is shown in Fig. 3.3. As discussed in Section 3.3, quantum fluctuations

are not accounted for in the MFT order parameter. If quantum fluctuations are taken
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5.2. Elastic scattering

into account, the AFM order parameter is renormalised as shown in Fig. 3.8. The RPA

corrections to the order parameter m [Sec. 3.3] can result in a suppression by up to a

factor of ∼ 40% for large U [109]. Thus, the RPA-corrected values for m are used in this

thesis [109]. A fully explicit expression for the elastic component is obtained by using

Eq. (5.17) into Eq. (5.15)

Ie(∆k) = Bα∆k

(3 + cos 2θ)

4

[
400

121
f2

g

∣∣u∆̄k

∣∣2 +
202

121
m2

∣∣∣u∆̄k+Q

∣∣∣
2

− 40

121
fgmu

∗
∆̄k+Q

u∆̄k

]

(5.18)

It represents the elastic component of the scattered light from atoms in an optical lattice.

The diffraction factor |uk|2 is defined in Eq. (4.36). The diffraction is due to the presence

of a periodic array of atoms, the density of which gives rise to a diffraction pattern. In

Eq. (5.18) there are two diffraction factors: u∗
kuk, centered at the origin, and u

∗
k+Quk+Q,

which is proportional to the square of the order parameter m [Eq. (3.2)] and which is

shifted by the ordering vector Q [(3.3)]. The origin of this term is due to the doubling

of the Brilluoin zone, which happens because there is AFM ordering in the system. The

magnetic Bragg peaks are shown in Fig. 5.4. Eq. (5.18) is, in principle, exact. That is, it

does not depend on the approximation used to describe the ground state of the system.

Of course, there is the caveat that even though it is known that the magnetic peak is

proportional to the square of the staggered magnetisation, its value is not known exactly

and this is constrained by the approximation used to study the ground state. The posi-

tion of the magnetic peaks depends on the modulus of the change of momentum in the

scattered light ∆k, which, in turn, is dependent on the ratio κ between the wavevectors

of the incoming laser light and the lattice [Eq. (4.16)]. Hence, the magnetic Bragg peaks

are only observable if κ ≥
√

2. The angular position of this peak can be computed as

θBragg = arcsin
√

2
κ and φBragg = π/4. It could, in principle, be measured with a very small

lens (eg. NA = 0.2) in that direction. Magnetic Bragg peaks were first analysed in optical

lattices in [29] and experimentally measured for an artifical density pattern in [122].

The diffraction factor term in Eq. (5.18) u∗
∆ku∆k gives rise to a diffraction pattern in

the forward direction. The intensity of the central peak is proportional to the square

of the number of atoms in the lattice [N4
s ]. If the setup is similar to the one described

in Fig. 5.3(b) with a lens in the forward direction, it contributes nearly in its entirety to

the signal collected by a lens. Hence, in order to study the inelastically scattered light,

the elastic one has to be blocked [104]. The cross-term u
∗
k+Quk can be also explicitly
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5.2.1. Single-species magnetic Bragg scattering

Figure 5.4: Angular distribution of the elastic component of the scattered light intensity
along the direction φ = π/4. The calculations use the AFM order parameter m computed
with RPA corrections. Here the number of sites is 40×40 and the lattice depth s = 25.
(a) Ie(∆k) for different values of m, when both species are detected. Different curves
represent U = 7.3J and mRPA = 0.3 (solid), U = 3.9J and mRPA = 0.25 (dashed), U =
2.0J and mRPA = 0.15 (short dashed). (b) compares the results for the total density with
the single species detection (mRPA = 0.3). Curves from top to bottom: I↓

e (∆k) (dashed),

I↑
e (∆k) (dash-dotted), and Ie(∆k) (solid). The magnetic Bragg peak is observable since

κ = 1.5 >
√

2. Note that the highest peak in (a) corresponds to the smallest one in (b).

computed. It results in

u
∗
k+Quk = u

∗
kuk+Q =

∏

α=x,y

sin2
(

N k̄αa
2

)

sin
(

k̄αa
2

)
cos

(
k̄αa

2

) . (5.19)

The contributions from this term are negligible and it dissapears in the continuum limit.

5.2.1 Single-species magnetic Bragg scattering

A different way of looking at the magnetic peak would be by ramping up the lattice, eg.,

freezing the hopping between atoms and then eliminating one of the hyperfine states. In

this case, the magnitude of the magnetic Bragg peaks is enhanced, as there is no interfer-

ence. This is shown in Fig. 5.4(a). The explicit expression for, eg., the case where the | ↑〉

atoms have been removed is

I↓
e (∆k) = α∆kB

(3 + cos 2θ)

4

〈
ρ̂∆̄k↓

〉2
=

(3 + cos 2θ)

4

(
u∆̄k

2
− u∆̄k+Qm

)2

.

The destructive intereference in the elastic component of the scattered light [Eq. (5.18)]

supressed the intensity of the magnetic Bragg peak. Fig. 5.4(a) shows the separate con-

tribution of each spin species to the elastic intensity, and the sum of these contributions.

Without spin-specific detection, the total signal is very weak because of destructive inter-

ference between the scattered light from the two species. In fact, there is a contribution
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5.2.2. Bragg diffraction in the presence of short-range order

only because the dipole transition matrix elements are slightly different between the two

species, see Eq. (5.15), and the difference in magnitude between Fig. 5.4(a) and 5.4(b).

According to Eqs. (5.15) and (5.17), the intensity of the magnetic Bragg peak is weaker

with both species in the lattice by a factor of (2/11)2. If these matrix elements were the

same, then spin-independent imaging would only probe the total density and would not

reveal the antiferromagnetic pattern.

If one of the species is removed from the lattice, Eq. (5.20) illustrates the changes in

the elastic component. Naturally, the inelastic components also differ from the case when

both species are present in the lattice. In Chapter 6, the sensistivity of the single-species

magnetic Bragg scattering as a probe of magnetic ordering in an optical lattice is studied.

To study the single-species in the lattice case, the intraband inelastic scattering is

I↓
i (∆k) = α∆kBM

↓↓
↓↓

RBZ∑

q 6=0

uuu†
∆̄k−q

1

4
[SSSρρ(q) + SSSzz(q)]uuu∆̄k−q, (5.20)

and the interband inelastic scattering reduces to

Ihb(∆k) = BN2
s (1 − α∆k) M

↓↓
↓↓ (5.21)

5.2.2 Bragg diffraction in the presence of short-range order

In the previous section and in the following chapters, the calculation assumes the exis-

tence of long-range order. This is a meaningful assumption for low enough temperatures.

However, achieving such low temperatures in an optical lattice is a very challenging

problem. Hence, it is more likely that the first experiments to achieve low enough tem-

peratures† will observe short-range order, as described in Section 3.2. I.e., AFM correla-

tions will appear for temperatures close to the crossover temperature, and the correlation

length ξAFM(T ) will depend exponentially on temperature‡.

In the sdwMFT calculation [Sec. 3.2], the order parameterm is homogeneous through-

out the sample. At finite temperatures, spins are correlated only up to a distance of the

order of the correlation length. Hence, the sample is formed by a series of domains of

size ∼ ξAFM which leads to a inhomogeneous order parameter mj. As a first approach to

the problem, and only in a qualitative manner, one way to study the effect of short-range

†A possible scheme to cool down a two-component fermionic gas to the Néel state, in a cubic lattice, is
proposed in [75].

‡For the Heisenberg model, the correlation length is given by Eq. (3.18).
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Ising Model in the square lattice

order in an AFM is by studying the Ising model (See, for example, [86, 76]). A site-

dependent version of the order parameter [Eq (3.2)] can be written for the Ising model

mj = mRPAσj. (5.22)

The amplitude of the order parameter is fixed to the T = 0 magnetisation value mRPA. σi

represents classical spins, the possible values of which are +1 and −1. This approach is

purely phenomenological. Hence, the approach taken here to model the effect of short-

range order in scattered light is as follows: for a given temperature T , spin configura-

tions are sampled using Monte Carlo Wolff algorithm [126, 60], and the scattered light

is computed using Eq. (5.32). The effective correlation length ξIsing corresponding to

the temperature T is estimated using Eq. (5.28). Note that contrary to the Hubbard or

Heisenberg models, the critical temperature of the Ising model is finite. To account for

the fact that the Hubbard and Heisenberg model critical temperatures are zero in two

dimensions, only temperatures above the transitions are considered in this section.

Ising Model in the square lattice

The 2D Ising model consists of a system of classical spins σi, positioned at lattice site i in

a square lattice. The Hamiltonian can be written as [86, 76]

H

kBT
= −JIsing

kBT

∑

〈i,j〉
σiσj = −K

∑

〈i,j〉
σiσj. (5.23)

kB is Boltzmann constant and T is the temperature of the system. 〈i, j〉 denotes nearest

neighbours, and JIsing is the coupling strength. For JIsing < 0, the ground state of the

system at T = 0 is an AFMNeél state. For JIsing > 0, the ground state of the system at T =

0 is a ferromagnet with all the spins aligned in the same direction. This direction is either

up or down, and in the absence of an external field, it is random. The ferromagnetic model

and the AFM model can be mapped into one another by the following transformation:

σi → (−1)ix+iy σ̃i. (5.24)

The Ising model can be solved analytically in 2D [85]. The transition temperature for the

infinite system in a square lattice is [86]

Kc(∞) =
1

2
sinh−1 1 =

1

2
ln
(√

2 + 1
)

≃ 0.4407. (5.25)
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Figure 5.5: Temperature de-
pendence of the correlation
length for the 2D Ising model
given by Eqs. (5.28) and (5.29).

The results presented here are for a lattice of linear size Ns = 40, and finite-size ef-

fects shift the transition point from Kc(∞) to the finite-size critical point Kc(Ns). The

finite-size critical temperature can be estimated from the the infinite system using the

finite-size scaling arguments of [38], along with the numerical fit to the finite-size scal-

ing hypothesis from [64]. The finite-size shifted value of the critical temperature can be

estimated as

Kc(Ns) ≈ NsKc(∞)

Ns − α
. (5.26)

For a system with periodic boundary conditions α ≈ −0.36 [64]. Hence,

Kc(40) ≈ 0.437. (5.27)

The correlation length takes the following form for T > Tc(40) (Kc(40) < K):

ξIsing(K) ≈ 1

4[Kc(40) − K]
: (5.28)

and, for T < Tc(40) (K > Kc(40))

ξIsing(K) ≈ 1

4[K − Kc(40)]
. (5.29)

Eqs. (5.28) and (5.29) are strictly valid only in the thermodynamic limit§. Here, they are

being used to estimate the finite-size correlation length. This is done by using the finite-

size critical temperature Kc(40) [Eq. (5.27)] instead of the infinite system one. Figure 5.5

illustrates Eqs. (5.28) and (5.29). In the thermodynamic limit, the correlation length di-

verges as a power law [Eqs. (5.28) and (5.29)]. This divergence occurs on both sides of

the transition because deep in the ordered phase, a spin flip does not affect any other sur-

rounding spins. It is only closer to the critical temperature, at which the phase transition

§With Kc(∞) instead of Kc(40).
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Figure 5.6: Typical configurations of the 2D Ising model for four different temperatures
above the transition. The configurations are displayed in the ferromagnetic case because
it is easier to spot the different domains in this representation. The indicated correlation
length ξIsing(K) is estimated from Eq. (5.28).

occurs, that the flip of a single spin can flip the whole system. For a finite-size system,

there are no divergences. The transition is identified by finding the maximum of the

temperature dependence curve. With increasing system size, this maximum increases its

height and shifts its position towards its value in the thermodynamic limit [64]. The fact

that the temperature dependence of the correlation length is different for the Heisenberg

and the Ising model is not relevant here. The Ising model is used here only as a way of

generating spin configurations with a given correlation length.

To compute the scattered light, the Wolff Algorithm [126, 60] was implemented in

Mathematica [127]. Using the Wolff Algorithm with 10000 thermalisation steps, and

10000000 Monte Carlo updates per temperature, configurations were generated for the

ferromagnetic Ising model. Once the configurations are obtained, the equivalent AFM

configuration is obtained via Eq. (5.24). In order to obtain uncorrelated configurations,

measurements are only made every 50 Monte Carlo updates. If, during a measurement,

the configuration fulfils the constraint imposed, it is saved. It does not fulfil the con-

straint, it is not saved and another set of 50 Monte Carlo updates is performed. The
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Scattered light

Figure 5.7: Angular distribution of the elastic component of the scattered light from a
2D AFM Ising model. The solid lines represent the average at each temperature value,
computed for 100 configurations. The dashed lines denote the average ±

√
variance of the

scattered light intensity from all the configurations for each value of θ. Typical configura-
tions are shown in Fig. 5.6. Light fluctuates largely from configuration to configuration.
Note that the non-zero average values are for the absolute value. The average values of
the order parameter mAFM are smaller than 0.02 for all the temperatures shown.

constraint imposed on the configurations to be saved is that the ferromagnetic Ising or-

der parameter¶ is smaller, in absolute value, than 0.01. Explicitly,

|mF| =

∣∣∣∣∣
∑

i

σi

∣∣∣∣∣ < 0.01. (5.30)

This constraint ensures that the same number of up and down spins are present‖. Fig-

ure 5.6 shows some typical configurations generated in this manner for different temper-

atures. The quoted value for the correlation length is estimated using Eq. (5.28).

Scattered light

The elastically scattered light can be written following Eq. (4.27), but instead of using

the sdw-state density operator of Eq. (5.16), the Fourier transform of the Ising model

¶Note that the constraint for the ferromagnetic order parameter applies to the AFM configuration. In
the ferromagnetic configuration, this constraint transforms via Eq. (5.24) into the equivalent constraint

|mAFM| =

∣∣∣∣
∑

i

(−1)ix+iy σi

∣∣∣∣ < 0.01.

‖In the rest of the thesis, the fermionic Hubbard model is assumed to have an equal number of | ↑〉 and
| ↓〉 spins.
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Figure 5.8: Angular distribution of the elastic component of the scattered light from a
2D AFM Ising model. The lines represent the average at each temperature value, com-
puted for 100 configurations. Typical configurations are shown in Fig. 5.6. However, the
scattered light fluctuates largely from configuration to configuration as can be seen in
Fig. 5.7.

spin configurations is used. To compute the elastic scattering from the Ising model, the

first term in the right-hand side of Eq. (5.16) will be ignored. This is because only the

magnetic Bragg peak is interesting for this calculation. Also, away from the forward

direction, Eq. (5.16) can be written as

〈
ρ̂∆̄kg

〉
≈η(g)mRPA

∑

j

ei∆̄k·rjσj. (5.31)

When only one of the species is in the lattice, using Eqs.(4.27) and (5.31), the elastic

component of the scattered light off an Ising model can be written as

I↓
e (∆k) =Bα∆kM

↓↓
↓↓m2

RPA

∣∣∣∣∣∣

∑

j

ei∆̄k·rjσj

∣∣∣∣∣∣

2

, (5.32)

Computed in this manner, the scattered light fluctuates largely from configuration to

configuration. Here, 100 different configurations are obtained for each temperature, and

the average scattered light intensity is computed. For computing the scattered light in-

tensity, the parameters have been given the following values κ = 1.5 [Eq. (4.16)], and the

lattice depth is taken to be s = 25. The average, and the average ±
√
variance (dashed

lines) for each value of θ of the scattered light are shown for different temperatures in

Fig. 5.7. In Fig. 5.7, the quoted non-zero average values are for |mAFM|. The average

values of the order parameter mAFM are smaller than 0.02 for all the cases shown. The

average grows for temperatures close to the transition [Fig. 5.8], and the magnetic Bragg

peaks emerge with growing correlation length. However, the variance of the scattered

light [Fig. 5.7] is too large for this technique to be able to extract more information from
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5.3. Inelastic intraband scattering

the system than whether some sort of short-range ordering exists. That is, if the AFM

correlation length is ' 10a, magnetic Bragg peaks will reveal it. Note that below the

transition temperature, not shown in the figures, the fluctuations are suppressed and the

error bars are significantly smaller.

In summary, it has been shown in this section that even though true long-range order

only exists at T = 0, due to the finite size of the studied system, at low temperatures, the

precursors of long-range order are observable. However, with the limited data used here,

it is not possible to discern whether the fluctuations are due to the Physics or the small

number of configurations over which the average has been taken. It is important to note

that experimentally, the same issue of limited and fluctuating data may arise.

5.3 Inelastic intraband scattering

The previous section analysed the elastic component of light scattering and showed how

it contains information about the atomic density in the lattice, which translates into a

diffraction pattern of the lattice structure. If the detected signal cannot separate the

contributions from the two spin components, extracting information about the AFM or-

dering is quite hard. On the other hand, when single-species detection is possible, the

emerging Braggs peaks can be identified as experimental signatures of AFM ordering. It

is also interesting to study the intraband inelastic component [Eq. (5.14)].

The inelastic scattering processes are proportional to the static structure factor Sg3g4
g2g1

(∆k)

[Eq. (4.29)] which includes all events in which an atom is scattered from a quasimomen-

tum state q to a different quasimomentum state q′ [Eq. (4.43)]. The atoms absorb recoil

kicks from the scattered photons. These events depend on the statistical correlations

between the atoms, which generates fluctuating shifts in the diffraction pattern and sig-

nificant scattered photons outside the diffraction peaks. This process maps the atomic

correlations onto the emitted light.

For the two-component 40K gas, the inelastic component of the scattered light is given

by Eq. (5.14). There are two different contributions: those in which the spin is conserved,

which are proportional to the density and longitudinal spin susceptibilities, and the tran-

sition which exchanges the spin** (see Fig. 5.2), which is proportional to the transverse

spin susceptibility. The angular dependence of those two types of transitions is very dif-

**That is, the hyperfine state in which the atoms are trapped.
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Figure 5.9: Angular distribution of the inelastically scattered light intensity for different
values of the interaction strength U at T = 0 along the direction φ = π/4. The calcula-
tions are based on MFT. Here, the number of sites is 40×40. The different figures show a
varying ratio between the wavenumber of the probe light to the effective wavenumber of
the optical lattice light κ [Eq. (4.16)]. The lattice height is s = 7. For each value of κ, the
separate intensity contributions are shown for (a) the density and longitudinal spin com-
ponents; (b) transverse spin component; (c) total scattered light intensity. The scattered
intensity decreases with increasing magnetisation because of the changes in the density
and longitudinal spin susceptibility.
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5.3. Inelastic intraband scattering

ferent. In the spin-conserving processes, the resulting emitted photons are generated

by the σ+ transition, which is supressed in the perpendicular direction. In fact, in the

forward direction, it is twice as intense as in the perpendicular direction. On the other

hand, the spin-exchanging process results in photons scattered via a π transition which

is oriented parallel to the forward direction. Hence, the intensity of the scattered light

from this component is zero in the forward direction and reaches its maximum in the

perpendicular direction (θ = π/2).

Within the MFT, the angular distribution of the inlastically scattered light has been

computed for different values of the on-site interaction strength U . This corresponds

to different values of the staggered magnetisation m [via Eq. (3.17)]. Fig. 5.9 shows the

results based on MFT at T = 0 for different values of the parameter κ [Eq. (4.16)]. In this

case the intensity is obtained using theMFT static structure factor [Eqs. (3.42) and (3.43)]

in Eq. (4.28). In Fig. 5.9, the different angular distributions of the two transitions are

shown independently along with the angular distribution of the full signal. Being at zero

temperature, most of the change occurs in the perpendicular direction, around θ ≈ π/2

because Pauli blocking highly supresses scattering processes in the forward direction

at T = 0. In the MFT calculation, the density and longitudinal spin susceptibilities

are more sensitive to changes in the on-site interaction strength U than the transverse

susceptibility.

A comparison of the intensities resulting from theMFT andRPA calculations is shown

in Fig. 5.11. The most significant change occurs around the perpendicular direction. It

is in this direction that the polarisation factor of the spin-exchanging transitions, which

contains the collective modes, reaches its maximum. Hence, the effect of the collective

modes is most notable around this direction. In the forward direction, there is practically

no difference between both approximations.

Fig. 5.10 shows how the RPA intensity changes when the on-site interaction U is in-

creased at zero temperature. This affects the zero temperature staggered magnetisation

m. The most important contribution to the inelastic scattered light within the RPA ap-

proximation comes from the collective modes which are suppresed due to the polarisa-

tion factor in the forward direction and not supressed at all in the perpendicular direc-

tion.
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Figure 5.10: Angular distribution of the inelastically scattered light intensity for differ-
ent values of the interaction strength U at T = 0 along the direction φ = π/4. The
calculations are based on RPA. The different figures show a varying ratio between the
wavenumber of the probe light to the effective wavenumber of the optical lattice light κ
[Eq. (4.16)]. The lattice height is s = 25. For each κ value, the separate intensity contri-
butions are shown for (a) the density and longitudinal spin components; (b) transverse
spin component; (c) total scattered light intensity. The scattered intensity increases with
increasing magnetisation near the perpendicular direction θ ∼ π/2 because, due to the
collective modes, the transverse spin component dominates the scattered light.
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Figure 5.11: Comparison of the angular distribution of the inelastic scattered light in-
tensity based on MFT (solid) and RPA (dashed) at T = 0 along the direction φ = π/4,
with κ = 1.5. The rest of the parameters are as in Fig. 5.9. The MFT and the RPA results
notably differ, owing to the collective modes that significantlymodify the transverse spin
component. The magnitude of the order parameter [Eq. (3.2)] is m = 0.19 (mRPA ≃ 0.15)
for U = 2J and m = 0.4 (mRPA ≃ 0.28) for U = 5.3J .

5.3.1 Temperature dependence within the mean field approximation

Even though the calculation at the mean field level does not capture the collective modes

of the AFM state, it can be used to analyse how temperature affects the system. In fact,

in the forward direction, this calculation remains qualitatively valid. This can be seen

in Fig. 5.11. The MFT is qualitatively valid for describing the scattered light in the for-

ward direction because of the geometrical dependence of the different contributions to

Eq. (5.14). The first two terms, which depend on the charge and on the longitudinal

spin susceptibility, are responsible for most of the scattering in the forward direction.

The third term, proportional to the transverse spin susceptibility, is highly supressed in

the forward direction by the polarisation factor. To compute the finite temperature in-

elastic component of the scattered light, the finite temperature static structure factors

presented in Section 3.2.2 [Eq. 3.42] can be used in Equation. (4.28). Figure 5.12 shows

the inelastic scattered light for a system with fixed on-site interaction, U = 5.3J , and for

different temperatures. Increasing temperature supresses the MFT staggered magnetiza-

tion m, see Eq. (3.17) and Fig. 3.3. At T = 0, the scattering processes with small change

in momentum are highly supressed, this is the so-called Fermi blocking. Fermi-blocking

is supressed with increasing temperature, as can be seen in Fig. 5.12. This is because

with raising temperature, vacancies appear in the lower effective band, as some of the

atoms are excited to the higher effective band and scattering within the lowest band is
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Figure 5.12: Angular distribution of the inelastically scattered light intensity at different
temperatures along the direction φ = π/4. The calculations are based on MFT. Here
the on-site interaction is fixed at U = 5.3J . This means that lower T corresponds to
higher values of m. The parameters have the same values as in Fig. 5.9. The figure shows
the intensity contributions from (a) the density and longitudinal spin components; (b)
transverse spin component; (c) total scattered light intensity. An increase in temperature
enhances scattering in the near-forward direction.

possible. This behaviour is analogous to the single-component noninteracting fermionic

gas [104]. In Fig. 5.12(a) and 5.12(b), the longitudinal and transversal modes are shown

separately. At high temperatures or very low on-site interaction (both ways of obtaining a

low staggered magnetisation), the longitudinal mode dominates the inelastic scattering.

As m increases, the contribution from the transverse mode becomes the more important

contribution as magnetic order suppresses the longitudinal correlations. The response is

similar when the on-site interaction is increased at zero temperature.

The temperature sensitivity of the signal makes it plausible to use the scattered light

for an interacting two-component case††. This is studied in Section 6.2.

††Thermometry with a single-component noninteracting fermionic gas was proposed
by Ruostekoski et al. in [104].
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5.4. Inelastic losses to higher bands

Figure 5.13: Comparison of the angular distribution of the different components of the
scattered light intensity at T = 0 along the direction φ = π/4. Here, the on-site inter-
action strength is U = 1.76J and the order parameter m = 0.16 (mRPA ≃ 0.13). The
parameters used are the same as in Fig. 5.9. The curves in the figure are: MFT elastic
component (solid), RPA inelastic intraband component (dashed) and exact inelastic in-
terband component (dotted). From left to right, the dashed vertical lines represent the
block (depicted such that it blocks up to the third diffraction peak) and the edge of the
lens in the forward direction (NA= 0.8).

5.4 Inelastic losses to higher bands

The signal measured in an experiment consists of the elastic and the inelastic intraband

components which for 40K are studied in the previous Sections 5.2 and 5.3. Apart from

these two processes, in Section 4.4, atomic scattering to higher bands was taken into

account. The frequencies of the scattered photons for the interband components are

different to those of the elastic and inelastic intraband. Due to this difference, photons

emitted due to an atom being scattered to higher bands can be filtered out of the signal.

Hence, the interband scattering only has to be considered to estimate de heating rates

of the atoms. For the transitions considered in this chapter, Fig. 5.2, the scattered light

intensity corresponding to the interband transitions, Eq. (4.49), can be written as

Ihb(∆k) = BN2
s (1 − α∆k)

192 + 10 cos 2θ

121
. (5.33)

Figure 5.13 shows the angular distribution of the interband component, as well as the

elastic and intraband component. The interband component does not have any depen-

dencies on the atomic correlations. It is entirely determined by the set of available states

[Fig. 5.1] and the light used to illuminate the sample [Fig. 5.2]. This component is pro-

portional to 1 − α∆k, where α∆k denotes the Debye-Waller factor [Eq. (4.22)]. This de-
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5.4. Inelastic losses to higher bands

pendence is opposite to that of the intraband inelastic scattering, which is proportional

to α∆k. Thus, changing the lattice depths has opposite effects for both components of the

scattered light. As will be analysed in Chapter 6, it is important to keep atom heating

rates to a minimum. Deep lattices result in atoms being more strongly confined, which

supresses the losses to higher bands, while at the same time enhancing the inelastic in-

traband scattering, which carries information on the atomic correlations.
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Chapter 6

Experimental considerations

In this chapter, the proposed experimental schemes of Fig. 5.3 are analysed in detail. In

[104], the scattered light from a single species gas of non-interacting fermionic atoms

trapped in an optical lattice was shown to be a feasible tool for the detection of tem-

perature changes in an optical lattice. In the previous chapters, it was shown that for a

two-species interacting gas a similar temperature dependence is observed [Fig. 5.12]. In

this chapter, it is shown that for the two-species interacting gas scattered light serves as

a probe for temperature and, this is new to the interacting case, AFM ordering in the sys-

tem. Also in the previous chapter, the effect of varying the on-site interaction/temperature

on the scattered light was shown. These results are used in this chapter to estimate the

number of experiments that need to be performed to achieve a given temperature/magnetic

ordering sensitivity. The analysis in this chapter generalises* the analysis of the single-

species non-interacting gas presented in [104].

6.1 Detection of scattered light

In the proposed experimental scheme, shown in Fig. 5.3, a 2D optical lattice in the xy

plane is assumed. A laser is shone in the z direction [Fig. 4.1], and light is scattered by

the atoms in the optical lattice. The scattered light is then collected by a lens, and the col-

lected intensity is measured. The lens can be positioned in different configurations, de-

pending on the magnitude being probed, and/or the experimental availability of space.

The latter possibility depends on the particular experimental setup. Experiments with

*The generalisation includes the effect of the scattering to higher bands, first taken into account by
Douglas and Burnett in [31].
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6.1. Detection of scattered light

ultracold atoms are extremely complex, and the high-vacuum chamber where the atoms

are contained is usually surrounded by the different components of the experiment. In

this chapter, three different possible configurations are studied. A lens in the forward

direction, similar to the setup studied in [104], and two new configurations: a lens in

the perpendicular direction [Fig. 5.3(c)], and a lens which is centred around the mag-

netic Bragg peak [Fig. 5.3(a)]. Theoretically, the light collected by the lens is obtained

by integrating the scattered intensity [Eqs.(5.7), (5.8), and (5.14)] over the appropriate

angular range corresponding to a given geometry and lens NA. The collected scattered

light photon rate by a lens L of numerical aperture NA is denoted by

I
L
α,NA(m) =

∫

L,NA
dΩIα(∆k, m). (6.1)

Here the subscript α denotes the component. e for elastic [Eq.(5.7)], i for inelastic in-

traband [Eq. (5.14)], and hb for scattering to higher bands [Eq. (5.8)]. For example, the

integration for the lens in the forward direction F [Fig. 5.3(b)] can be written explicitly

as:

I
F
α,NA(m) =

2π∫

0

dφ

arcsinNA∫

0

sin θdθIα(∆k, m). (6.2)

In order to estimate the heating-rates, the total scattered photon rates are also needed.

This quantity is denoted by

I
Total
α (m) =

∫

Total
dΩIα(∆k, m) =

2π∫

0

dφ

π∫

0

dθIα(∆k, m). (6.3)

Elastically scattered photons do not destroy the sample. Hence, the elastic component

scattering rate does not pose any time constraint on how long the laser pulses can be. In-

elastically scattered light, on the other hand, heats up the sample, destroying the ground

state. The heating happens due to the exchange of momentum between the photon and

the atom, which increases the energy of the system, thus, increasing the temperature of

the sample. Inelastic light scattering also affects the system in a second way, as has been

already discussed in Secs. 4.4 and 5.4, atoms are excited to higher bands. This process

involves an atom being scattered off the lowest band, consequently, the atom is lost from

the trap. In optical lattices, the number of trapped atoms is at most of the order of ∼ 1002,

thus, with a finite number of atoms, loosing a fraction of them rapidly leads to the total

destruction of the sample. To avoid this, instead of illuminating with a continuous mode
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Figure 6.1: Illuminating laser pulse length tpulse [Eq. (6.4)] in units of µs. The calcula-
tions are computed with RPA susceptibilities at T = 0. (a) shows a fixed value of κ = 1.05
and compare two different lattice depths s = 7.8 (dotted) and s = 25 (solid). (b) shows a
fixed lattice depth s = 25, and compares three different values of the parameter κ = 0.66
(dotted line), κ = 1.05 (solid) and κ = 1.5 (dashed).

laser, the sample has to be illuminated with very short pulses [Fig. 6.1]. However, illumi-

nating during a very short period of time means that the number of scattered photons is

not very large. The length of the laser pulses can be estimated by assuming that, as long

as only a small percentage W of the atoms are lost in a single experiment, the ground

state is not destroyed during the measurement. A pulse length determined by a fixed

number W of scattering events can be computed from the following expression

tpulse =
W

ITotali (m) + ITotalhb (m)
. (6.4)

tpulse only depends on the number of scattering events W , which here is taken to be a

10% of the number of atoms in the sample,

W = 0.1N2
s . (6.5)

In Eq. (6.4), only the total scattering rates [Eq. (6.3)] for inelastic components of the

scattered light are taken into account as elastic scattering does not destroy the sample.

A factor to be considered is the size of the lattice N2
s , and how the different compo-

nents of the scattered light scale with it. Elastic scattering can be seen fromEqs. (5.18), (4.36)

to scale as N4
s . The losses to higher bands scale proportionally to N2

s [Eq. (4.49)]. The

inelastically scattered light is, on the other hand, not that clear from the analytic expres-

sion but a simple numerical test shows that it is, in fact, also proportional to the number

of atoms in the lattice N2
s .

The time scale of an ultracold atomic experiment is determined by the lifetime of an

atom in an optical lattice. The typical lifetime of an atom in an optical lattice ranges from
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6.1. Detection of scattered light

100ms to 5s [33]. It is important that the hopping lifetime is kept low relative to the atom

lifetime. In this manner, atoms will have enough time to reach equilibrium in the lattice.

Thus, thermalisation times pose an important constraint when it comes to choosing the

experimental parameters. However, one possibleway to avoid this constraint is to rapidly

change the lattice depth before probing the system. Changing the lattice depth affects

the signal mainly through the change in the Wannier factor α∆k [Eq. (2.6)]. It enters

the intraband inelastic scattered light as an overall multiplying factor, and the losses

to higher bands as a factor of 1 − α∆k. The effect of changing the lattice depth can be

appreciated in Fig. 6.2 where the angle-resolved intraband inelastic intensity [Eq. (5.14)],

and the losses to higher bands [Eq. (5.8)] are shown along the φ = π/4 direction for

different values of the lattice depth. Increasing the lattice depth leads to an increment in

the intraband scattering, and a suppression of the the interband component.

Having discussed the different aspects of the experiment that have to be taken into

account, what follows, is a prescription for how to choose the best values. To choose

a quasi-optimal combination of parameters, one possible way to proceed is as follows:

compute the signal in both lenses, and also compute the total number of inelastically

scattered photons. This includes both, intraband and interband scattering components.

The best result will maximise the number of photons scattered into the lens. In particu-

lar, the best detection accuracy is obtained for the set of parameters that maximises the

slope of the number of photons scattered into the lens. With the extra constraint that the

total number of inelastically scattered photons should remain as low as possible. Due to

the different dependence on the Debye-Waller factor α∆k [Fig. 6.2] that the intraband and

interband components have, increasing the lattice depth, increases the intraband inelas-

tic scattering, hence, improving the signal, and suppressing the losses to higher bands.

Also, this happens in such a way that the overall total number of inelastically scattered

photons decreases. This allows for a longer pulse length. When it comes to determining

the probing laser, the particular atom and the existence of resonances for it constrain the

choice. For the AFM ordering case, choosing a large factor of κ increases the signal, as

this means reaching for larger values of momentum and the possibility of probing the

susceptibility around Q = (π, π). The estimates on the number of experimental realisa-

tions support this. For the set of parameters used in this chapter, the number of collected

photons per experimental run is at most ∼ 20. To determine an optimal value for the lens
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6.1. Detection of scattered light

Figure 6.2: Angular distribution of the inelastically scattered light intensity for dif-
ferent lattice depths at T = 0 along the direction φ = π/4[Eqs. (5.8) and (5.14)]. The
calculations are exact for the interband component (dashed) and based on RPA for the
intraband component (solid). Here the on-site interaction strength U = 1.76J . The rest
of the parameters are as in Fig. 5.9. Bottom to top for intraband and vice-versa for the in-
terband, s = 5, 15, 25. From left to right we schematically show the positions of the block
(green), lens with NA= 0.8 in the forward direction (yellow) and a lens with NA=0.4
in the perpendicular direction (red). Increasing lattice depth enhances the intraband
and suppresses the interband scattered light. Such changes are most notable around the
perpendicular direction.

NA, the same principles have to be followed. The best results are obtained with the lens

NA that maximises the slope of the collected intensity with respect to the magnitude to

be determined. For the forward direction, it depends whether temperature or magneti-

sation is to be determined. The changes in the scattered light are very different for each

case. For temperature changes, the major changes occur in the forward direction. Hence,

choosing the block properly is more critical than the choosing the numerical aperture of

the lens. This is because the main diffraction peak has to be blocked without killing all

the inelastic scattering signal.

For determining the magnetisation of a system, at zero temperature at least, the

changes happen mostly in the perpendicular direction [Fig. 6.3]. In the forward direc-

tion, the changes are not so large. The approach taken here is to block completely the

elastic signal, and to use a lens with a very large numerical aperture that captures pho-

tons over a large range of scattering angles. In the perpendicular direction, on the other

hand, as can be seen on Fig. 6.3, the changes happen around θ = π/2. No block is needed

in this direction. Any elastically scattered light in this direction depends on the magnetic

ordering in the system. However, choosing a lens with a large numerical aperture may
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6.1.1. Block size choice

Figure 6.3: Angular distribution of the scattered inelastic light intensity for different
values of κ. These figures are the same as in Fig. 5.10. Here, the positions of the lenses
and the block are shown schematically.

affect the slope of the intensity as a function of m, as the most significant changes hap-

pen around the perpendicular direction. If some filtering is applied, the lens NA may be

optimised to the changes in the filtered scattered light.

6.1.1 Block size choice

The angular size of the block can be computed from the analytical expression for the

diffraction pattern [Eq. (4.36)] and the expression for the change of light momentum

upon scattering ∆k [Eq. (4.11)]. In this thesis two types of blocks are considered: a cross
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6.2. Number of experimental realisations

Table 6.1: Parameters of the block used to estimate the measurement accuracy estimates
shown in Fig. 6.5.

κ Cross width (rad) Circular radius(rad)
0.66 0.08 0.22
1.05 0.05 0.14
1.50 0.03 0.10

shaped and a circular block. Both blocks are shown in Fig. 5.3(b). The cross shaped block

removes the scattered light off the diffraction pattern along the x and y axis. The circular

block reduces the collected photons from the elastically scattered light by blocking the

first two or three peaks along the diagonal. The size of the cross block can be estimated

by taking φ = 0 in Eq. (4.11), ∆kt(θ, φ = 0) = κπ sin(θ). Looking at the diffraction factor,

along the x direction, the first zero of the diffraction peak will be when the argument of

the function is equal to π and the nth zero whenever it is equal to nπ.

Ns∆kx(θ, φ = 0)

2
=

Nsκπ sin ΘCross-Block

2
= nπ

→ ΘCross-Block = arcsin

(
2n

Nsκ

)
.

For a circular block to block up to the n-th zero along φ = π/4, its radius is given by:

ΘCirc-Block = arcsin

(
2n

Nsκ cos π/4

)
.

6.2 Number of experimental realisations

This section assesses the experimental feasibility of scattered light experiments as a

probe. This is important from the practical point of view as the type of measurements

proposed here need to be repeated a given number of times and averaged over. The de-

termination of the number of experimental realisations follows the analysis presented by

Ruostekoski et al. in [104], and Douglas and Burnett in [31]. For simplicity, it is assumed

that the photon detection efficiently is 100%. In a single measurement Nc(m) photons

will be collected, and the experiment can be repeated τ times. The average total number

of collected photons is

̟m,τ = τNc(m) = τ
[
N i

c(m) + N e
c (m)

]
. (6.6)

Here, N i
c(m) = ζ(m)W . W is the fraction of inelastically scattered photons in a single ex-

perimental realisation [Eq. (6.5)]. ζ(m) is the fraction of collected inelastically scattered
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6.2. Number of experimental realisations

photons. It can be computed as follows

ζ(m) =
I
L
i,NA(m) + I

L
hb,NA(m)

ITotali (m) + ITotalhb (m)
. (6.7)

Using Eq. (6.4), the number of collected photons in a single experimental realisation

corresponding to the inelastic component of the scattered light can be written as

N i
c(m) = ζ(m)W =

[
I
L
i,NA(m) + I

L
hb,NA(m)

]
tpulse. (6.8)

In an analogous manner, the number of collected photons in a single experimental reali-

sation corresponding to the elastic component is

N e
c (m) = I

L
e,NA(m)tpulse =

I
L
e,NA(m)

ILi,NA(m) + ILhb,NA(m)
N i

c(m). (6.9)

The distinction between photons corresponding to the elastic or inelastic component is,

of course, merely a theoretical device; photons are indistinguishable. Taking this into

account, the total number of collected photons can be rewritten as

Nc(m) =N i
c(m) + N e

c (m)

=
(
I
L
i,NA(m) + I

L
hb,NA(m) + I

L
e,NA(m)

)
tpulse. (6.10)

This is a general definition. In this thesis, it is also assumed that the interband scat-

tered component is filtered out off the collected signal. This can be done because of the

relation between the scattered light and momentum. The elastic and inelastic intraband

component signals originates from lowmomentum scattering processes, while the higher

band scattered photons have a high energy. Hence, a slightly different definition for ζ(m)

where the higher band scattered photons can be filtered out can be used

ζf (m) =
I
L
i,NA(m)

ITotali (m) + ITotalhb (m)
. (6.11)

Of course, light still scatters atoms to higher bands and this leads to losses. Hence, the

scattering to higher bands has to be taken into account in the denominator of Eq. (6.11).

The fluctuations of the number of scattered photons obey Poisson statistics. The aim of

this type of experiments is to distinguish two AFM states characterised by two different

values of the magnetisation m1 and m2 via scattered light. Mathematically, this trans-

lates into the question of distinguishing the average of two Poisson distributions with a

sample of size τ . Taking m2 as a reference state, the difference in the average number of
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6.2. Number of experimental realisations

Table 6.2: Specific values of the estimated number of experimental realisations, τ(mref)
for single species detection [Fig. 6.4(d)] with κ = 1.5. The two lenses with NA= 0.2 and
NA= 0.4 are pointing in the direction of the magnetic Bragg peak [Fig. 5.3(a)] and in the
direction perpendicular to the incident field[Fig. 5.3(c)], respectively. These values are
for a relative accuracy of 10%. Here mref is the RPA corrected order parameter (Sec. 3.3).

NA τ(0.08) τ(0.12) τ(0.19)

0.2 210 60 10
0.4 200 50 10

collected photons ̟m2,τ − ̟m1,τ has to be at least of the order of the photon shot-noise

√
̟m2,τ . Thus, the minimum sample size, that is, the minimum number of experimental

realisations to distinguish between the optical signal from two different magnetisation

stats m1 and m2 is,

τmin ≈ ̟m2

(̟m2 − ̟m1)2 =
Nc(m2)

(Nc(m2) − Nc(m1))2 . (6.12)

The subscript min is dropped for the rest of this section. The rest of this section is ded-

icated to presenting the results for the rate of collected photons, and the estimates for

the minimum number of experimental realisations τ needed to distinguish two different

AFM states. The changes are calculated with respect to a reference value mref, and for a

given relative accuracy ∆m/mref [Eq. (6.12)]. At T = 0, the inelastic scattering is calcu-

lated using the RPA susceptibilities. In Figs. 6.4, 6.5 and 6.8 mref is the RPA corrected

order parameter (Sec. 3.3). The elastic component of the scattered light [Eqs. (5.15) and

(5.20)] has been computed using the RPA corrected order parameter mRPA (Sec. 3.3). At

finite temperature, only MFT results are used. Hence, for the temperature dependent

MFT results of Fig. 6.7, mref is the MFT order parameter obtained from the solution of

Eq. (3.2). Except for the scaling analysis of τ with lattice size, all the results in this Section

are for a lattice of size 40×40.

First, direct detection of the magnetic Bragg peaks is analysed [Section 5.2]. This

can be done in two ways: using a small NA= 0.2 positioned directly on top of the peak

[Fig. 5.3(a)], or using a wide lens in the perpendicular direction [Fig. 5.3(c)]. The lens

considered here is characterised by NA= 0.4, and with this NA, it captures both mag-

netic Bragg peaks [Figs 5.4 and 6.3]. As noted in Sec. 5.2, this is only possible when the

parameter κ ≥
√

2 [Eq. (4.16)]. Figure 6.4(a) and (b) show, respectively, the collected pho-

ton rates and the estimated minimum number of necessary experimental realisations. If
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6.2. Number of experimental realisations

Table 6.3: Specific values of the estimated number of experimental realisations, τ(mref),
for two lattice depths with κ = 1.05 presented in Fig. 6.5(b). The parameters of the block
are given in Table 6.1. Here mref is the RPA corrected order parameter (Sec. 3.3).

∆m/mref = 10% ∆m/mref = 20%

s τ(0.12) τ(0.19) τ(0.12) τ(0.19)

7.8 410 50 90 10
25 390 50 90 10

one of the species, say | ↑〉, is removed from the lattice† before the probing laser is shone,

no destructive interference occurs, and the magnetic Bragg peak is proportional to m2N4
s .

As shown in Section 5.2.1, in this case, the elastic component of the collected signal dom-

inates over the inelastic one. This is the best way to determine the order parameter m.

Figure 6.4(c) and (d) show the results of such an experiment for the case with a lens in

the perpendicular direction of NA= 0.4 [Figs. 5.3(c)] and the setup with a small lens on

top of the magnetic Bragg peak with NA= 0.2 [Fig. 5.3(a)]. Compared with the rest of

the cases in this section, the number of experimental realisations is dramatically low. In

order to compare this configuration with the cases presented below, Table 6.2 shows the

estimated τ values [Eq. (6.12)] for some specific cases. Hence, single-species detection, is

the most accurate method for the determination of AFM ordering in optical lattices presented

in this thesis.

Fig. 6.5 shows the results for a setup where light is collected in the forward direction

[Fig. 5.3(b)], with a lens of a large numerical aperture, NA= 0.8, computed within the

RPA approximation. Fig. 6.5(a) shows the collected photon rates for two lattices with

different depths. A shallow one with s = 7.8ER and a deep one with s = 25ER. It

shows quantitatively what was noted in the previous section, intraband inelastic scatter-

ing increases with lattice depth. Fig. 6.5(b) shows the estimated minimum number of

measurements to achieve a given relative accuracy ∆m/mref computed from Eq. (6.12).

Lattice depth turns out not to be relevant for this set of parameters, but it is clear from

the figure that very small magnetisations are extremely hard to measure. This is clear

from the data in Table 6.3, in which some specific numerical values are shown. Table 6.3

shows the τ for two different accuracies and it illustrates that if the required accuracy is

not so high, say 20%, the number of experimental realisations drops significantly.

In Figs. 6.5(c) and (d), the ratio κ [Eq. (4.16)] between the wave-number of probe light

†This can be done, for example, by transferring the other spin component to a different hyperfine
state [122].
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Figure 6.4: Measurement accuracy at κ = 1.5 when light along the direction of the emerg-
ing magnetic Bragg peak is detected. The calculations are based on RPA susceptibilities
at T = 0 with an RPA corrected order parameter mRPA for the elastic component. The
left column shows the collected photon rates vs. the RPA corrected AFM order parameter
mRPA and the right column shows the number of experimental realisations τ to achieve a
relative accuracy ∆m/mref. In all the plots (a)-(d), dashed curves correspond to the con-
figuration of a lens with NA= 0.4 pointing in the perpendicular direction [Fig. 5.3(c)],
and solid curves are for a small lens with NA= 0.2 pointing in the direction of the emerg-
ing magnetic Bragg peak [Fig. 5.3(a)]. Note that the lens in the perpendicular direction
also collects the signal from two magnetic Bragg peaks. (a), (b) show the case when both
spin species are detected.(c), (d) show the case when only the | ↓〉 atoms are detected. The
number of experimental realisations needed for a given accuracy is highly suppressed
when only one species is detected. In (b) and (d) we show the τ values for two different
reference states: mref ≃ 0.12 in black (top two curves) and mref ≃ 0.19 in green (bottom
two curves).

and the lattice light, is varied. In particular, results for κ = 0.66, 1.05, 1.5 are shown. The

scattering rate at the detector increases for larger values of κ. Some specific numerical

values for the number of experimental realisations corresponding to Fig. 6.5(c) and (d)

are presented in Table 6.4. For small values of mref, τ increases with increasing κ but

this is negligible for mref ≈ 0.19. This behaviour is because as bigger values of κ increase

the inelastic intraband photon rates, most of the scattered light scatters away from the

forward direction [Figs 5.10 or 6.3]. For a lens in the forward direction, this translates

into shorter pulse lengths [Fig. 6.1], and the increment in collected photon numbers does

not compensate this. Hence, for small values of κ, the minimum number of experimental

realisations is smaller. If, for example, the block is chosen less carefully, as for the case

of a wider cross block that blocks up to the fourth diffraction peak [Second column of
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Figure 6.5: T = 0 collected photon rates vs. the RPA corrected AFM order parameter
mRPA with a lens of NA= 0.8 in the forward direction (top row) and the corresponding
estimated number of experimental realisations to achieve a relative accuracy ∆m/mref

(bottom row). The calculations are computed with RPA susceptibilities at T = 0 and
with an RPA corrected order parameter mRPA for the elastic component. Both (a) and (b),
show a fixed value of κ = 1.05 and compare two different lattice depths s = 7.8 (dotted)
and s = 25 (solid). In (b), the top two curves (in black) are for mref ≃ 0.12 and the bottom
two curves (in green) are for mref ≃ 0.19. The top two curves are essentially on top of
one another, similarly for the bottom two curves. Both (c) and (d), show a fixed lattice
depth s = 25 and compare three different values of the parameter κ = 0.66 (dotted line),
κ = 1.05 (solid) and κ = 1.5 (dashed). Note that varying κ changes the width of the elastic
diffraction peak. Thus, to block out the main elastic diffraction peaks, a different block
width is required for each κ value, see Table 6.1. In (d), the top three curves (in black)
are for mref ≃ 0.12 and the bottom three curves (in green) are for mref ≃ 0.19. The top
three curves are close together, and even more so for the bottom three curves.

Table 6.4: Specific values of the estimated number of experimental realisations, τ(mref),
for the different κ cases presented in Fig. 6.5(d). These values are for a relative accuracy
of 10%. The parameters of the block are given in Table 6.1.

κ τ(0.12) τ(0.19)

0.66 340 50
1.05 390 50
1.50 440 60

Table. 6.5], the resulting τ estimates increase dramatically. It can be seen in the third

and fourth columns of Table 6.5. For this block, the dependence on κ is the opposite of

the optimal block case [Tables. 6.1 and 6.4]. In this case, τ decreases with increasing κ

[Compare Tables. 6.4 and 6.5]. Using a wide block is not beneficial because it blocks

inelastically scattered photons. As a result of this, the collected photon rates, the equiva-

lent to the curves in Fig. 6.5(c), flatten with decreasing κ. This can be seen by comparing

Figs. 6.5(a) and 6.6(c).
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Figure 6.6: T = 0 collected photon rates vs. the RPA corrected AFM order parameter
mRPA with a lens of NA= 0.8 in the forward direction (a) and the corresponding estimated
number of experimental realisations to achieve a relative accuracy ∆m/mref (b). This
figure show the results for a wide cross block. The width for each κ value is listed in the
second column of Table 6.5. The calculations are computed with RPA susceptibilities at
T = 0 and with an RPA corrected order parameter mRPA for the elastic component. Both
(a) and (b), show a fixed lattice depth s = 25 and compare three different values of the
parameter κ = 0.66 (dotted line), κ = 1.05 (solid) and κ = 1.5 (dashed). In (b), the top
three curves (in black) are for mref ≃ 0.12 and the bottom three curves (in green) are for
mref ≃ 0.19. The bottom two green curves, corresponding to κ = 1.05 and κ = 1.5, are
very close together.

Table 6.5: Parameters of the wide cross block and estimated number of experimental
realisations τ(mref). These values are for a relative accuracy of 10%. All other parameter
values are as for Table 6.4.

κ Cross width (rad) τ(0.12) τ(0.19)

0.66 0.31 1560 210
1.05 0.19 840 110
1.50 0.13 700 100

As was mentioned before, even though the MFT does not correctly describe collec-

tive modes in the system, in the forward direction the behaviour is similar to the RPA

due to the geometrical suppression that the spin-exchanging transition has. Thus, the fi-

nite temperature mean field theory calculation can be used to explore the use of inelastic

light scattering as a temperature probe for interacting Fermi gases. Using a narrow cross-

shaped block [with width 0.05 rad], the light can be collected near the forward direction

[Fig. 5.3(b)]. Fig. 6.7(a) shows the collected photon rate which, as expected, diminishes

with increasingmagnetisation. This can be understood by looking at Fig. 5.12. in which it

is shown that for decreasing temperature (hence increasing magnetisation) the scattered

light in the forward direction decreases due to Pauli-Blocking. Lower T corresponds to

stronger magnetisation values, and a smaller number of collected photons, as displayed

in Fig. 6.7(a). Fig. 6.7(b) shows that the changes in m due to temperature can be accu-

rately detected. For example, for mref = 0.18 can be measured with the accuracy of 10%

with 100 realisations. This small number of experimental realisations can be understood
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Figure 6.7: Finite temperature plots of (a) collected photon rates vs. the MFT AFM
order parameter m with a lens of NA= 0.8 in the forward direction, and (b) the corre-
sponding estimated number of experimental realisations to achieve a relative accuracy
∆m/mref. Results are obtained with MFT at finite T with fixed U = 5.3J , and with
s = 25 and κ = 1.05. The cross block width is 0.05 rad. At fixed U , increasing T
leads to decreasing m, and (b) shows from top to bottom (corresponding to lowering T ),
mref = 0.13, 0.18, 0.22, 0.26, 0.31, 0.35, 0.4. In (b) the data points are joined with straight
lines.

by looking at Fig. 6.7(a) and noticing the relatively large change in the collected photon

rate with decreasing temperature. The block parameters affect the number of measured

photons, and have a huge impact for lenses with a small NA. For lenses with a larger NA,

the size and details of the block change the number of experimental realisations in less

than an order of magnitude.

Figure 6.8 considers the lens arrangements of Fig. 5.3(c), in which case the light is

collected from the perpendicular direction. The atomic correlations calculated in RPA

for the 40×40 lattice. If both the transitions related to the transverse spin correlations

as well as the density and the longitudinal spin correlations are measured, the detec-

tion accuracy is significantly lower than in the case of forward direction measurements

[Figs. 6.8(a), and (b)]. In general, for κ = 1.5, in the perpendicular direction the scattering

rates are higher because of the strong enhancement of spin-exchanging processes [Com-

pare Fig. 5.10(a) to Fig. 5.10(c)]. This is why the τ values are lower for the κ = 1.5 [dashed

line in Figs. 6.8(b),(d)]. Some specific values of τ for this configuration are shown in the

first two-columns of Table 6.6. These numbers are significantly higher than the equiva-

lent estimates for τ in the forward direction [Table 6.4]. However, the accuracy improves

notably when only the transverse spin correlations are detected [Figs. 6.8(c) and (d)].

Whenever the internal levels are not degenerate, the different scattering processes can be

separated owing to the frequency difference of the photons. For instance, for NA = 0.4

and κ = 1.5, the accuracy of 10% for mref = 0.19 can now be achieved after 50 realisa-

tions. By increasing the size of the lens to NA= 0.5, the results can be further improved
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Figure 6.8: Collected photon rates vs. the AFM order parameter m with a lens pointing
in the perpendicular direction (left column) and the corresponding estimated number of
experimental realisations τ to achieve a relative accuracy ∆m/mref (right column). The
calculations are computed with RPA susceptibilities at T = 0 and with an RPA corrected
order parameter mRPA for the elastic component. (a) and (b) compare the case when all
the density and spin components are collected by a lens with NA= 0.4, to the case when
[(c) and (d)] only the transverse spin component of the scattered light is collected by a
lens with NA= 0.5. In both (a) and (b), solid lines are for κ = 1.05 and dashed lines for
κ = 1.5. In (b), the top two curves (in black) are for mref ≃ 0.12 and bottom two curves
(in green) are for mref ≃ 0.19. Note that the bottom black dashed curve almost overlaps
the top green solid curve. In both (c) and (d), dotted lines are for κ = 0.66, solid lines
for κ = 1.05 and dashed lines for κ = 1.5. In (d), the top three curves (in black) are for
mref ≃ 0.12 and bottom three curves (in green) are for mref ≃ 0.19.

Table 6.6: Specific values of the estimated number of experimental realisations, τ(mref).
The data labelled as Total [left column] corresponds to the case where all components
of the intraband scattering are collected [Fig. 6.8(a),(b)]. The data labelled as Transverse
corresponds to the case where only the transverse spin component of the scattered light
is detected [Fig. 6.8(c),(d)]. These values are for a relative accuracy of 10%.

Total (NA= 0.4) Transverse (NA= 0.5)
κ τ(0.12) τ(0.19) τ(0.12) τ(0.19)

0.66 320 70
1.05 6870 680 390 60
1.50 850 140 190 40

to only 40 realisations. This numbers are now comparable to those in the forward direc-

tion [Table 6.4]. In Table 6.6 some specific values are listed which illustrate the difference

in the results between Figs. 6.8(b) and 6.8(d) can be appreciated.

The previous results are for a lattice with a fixed linear size of Ns = 40. It has al-

ready been noted that the different components of the scattered light scale with lattice
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Figure 6.9: Scaling of the number of experimental realisations with the size of the lattice
along one direction Ns for different values of mref = 0.2, 0.3, 0.4 (top to bottom) for
κ = 1.050 [Eq. (4.16)]. (a) for a lens in the forward direction [Fig. 5.3(b)], with a numerical
aperture of NA = 0.8 and a cross-block such that it blocks up to the fourth diffraction
peak and (b) for a lens in the perpendicular direction [Fig. 5.3(c)], with a numerical
aperture of NA = 0.4.

size differently. In particular, the elastic component is proportional to N4
s and the intra-

band inelastic component to N2
s . An estimate of the way the number of measurements τ

scales with lattice size can be made by considering Eq. (6.12). Assuming that the elastic

component is completely blocked, it is easy to see that τ ∝ N−2
s . Figs. 6.9(a) and (b)

illustrate that, for Ns ≥ 16, τ scales approximately linearly with the lattice size for both,

the forward and the perpendicular direction. For smaller systems, the choice of the block

size and shape results in larger variations owing to the dependence of the width of the

diffraction peak on the lattice size.

To conclude this section, the main results will be summarised. In this section, it has

been shown that the detection of AFM ordering by means of the magnetic Bragg peaks

is feasible. In particular, if single species detection is possible, this is a very accurate

probe. If single species detection is not possible, or the magnetic peaks are not reachable

(because of the value of the parameter κ), alternative ways to probe the system have

been analysed, and it has been showed that the sensitivity of the inelastic component of

the scattered light to changes in the order parameter m are detectable. The minimum

number of experimental realisations for such detection has been estimated.

6.3 Distinguishability of transitions by light polarisation

In general, the scattered light corresponding to different transitions are separated in fre-

quency space. The different components could, in principle, be identified by filtering
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the relevant frequencies. If spectral measurements are not possible, the transitions could

still be partially distinguished by the polarisation of the scattered light. In the forward

direction, the polarisation of the photons scattered from the spin-flipping transition and

the spin-conserving transitions are orthogonal and fully distinguishable. Away from the

forward direction, this simple separation is no longer possible.

To study these, it has been assumed that an ideal polariser can be constructed such

that it only allows the light component that is parallel to a given transition polarisation

vector. The polarisation of the scattered field is given by Eq. (4.14). The effect of having a

polariser in front of the detector can be studied by projecting the scattered electric field

[Eq. (4.9)] onto the polarisation of the polariser ǫ̂p. This, modifies the polarisation vector

of the scattered field Λg′g [Eq. (4.12)]. The projected electric field has a polarisation

given by Eq. (4.15). Using the projected polarisation tensor instead of Eq. (4.20), the

corresponding projected dipole matrix elements are

M
g3g4
g2g1

|̂ǫg′g
= (Λg3g4 |̂ǫg′g

)∗Λg2g1 |̂ǫg′g
. (6.13)

Projecting the scattered fields parallel to the polarisation of the light coming from the

equal spin terms results in,

M
↓↓
↓↓ |̂ǫgg =

1

4
(3 + cos 2θ) ,

M
↑↑
↓↓ |̂ǫgg = M

↓↓
↑↑|̂ǫgg =

9

44
(3 + cos 2θ) ,

M
↑↑
↑↑ |̂ǫgg =

81

484
(3 + cos 2θ) ,

M
↓↑
↓↑ |̂ǫgg =

9 sin2 2θ

121(3 + cos 2θ)
. (6.14)

The angular dependence with this projected transitions is shown in Figs. 6.10(d) and (e).

Likewise, projecting the scattered fields on the direction of the light scattered from the

spin flipping term results in

M
↓↓
↓↓ |̂ǫ↑↓

=
cos2 θ sin2 θ

2
,

M
↑↑
↓↓ |̂ǫ↑↓

= M
↓↓
↑↑ |̂ǫ↑↓

=
9 cos2 θ sin2 θ

22
,

M
↑↑
↑↑ |̂ǫ↑↓

=
81

242
cos2 θ sin2 θ,

M
↓↑
↓↑ |̂ǫ↑↓

=
18

121
sin2 θ. (6.15)

which is shown in Figs. 6.10(e) and (f). Although the separation is not full, by using a

polariser the light coming from the other transition can be highly suppressed.
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Figure 6.10: Angular distribution of the inelastically scattered light intensity along the
direction φ = π/4 with and without a polariser. The figure shows different values of the
interaction strength U at T = 0. The calculations are based on RPA. κ = 1.500 and the
other parameters are as in Fig. 5.9. (a) shows the total scattered light intensity. The left
column shows the density and longitudinal spin components and the right column the
transverse spin component; (a), (b) and (c) are for the case where no polariser is used. In
(d) and (e) the scattered light has been projected on the density-density and longitudinal
spin polarisation vector. (f) and (g) are projected onto the polarisation vector the the
transverse spin component.
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Chapter 7

Scattered light spectrum of 40K in an

optical lattice

In the previous chapters, it was shown how the scattered light intensity can be used to

probe atoms in an optical lattice. In Chapter 5, it was shown how the elastic component

of the scattered light can be used to detect AFM ordering in the system [Sec. 5.2]. It was

also shown how the inelastic intraband component of the scattered light maps the atomic

correlations into the properties of the emitted light, which results in the inelastic scatter-

ing being very sensitive to changes in the order parameter. In Chapter 6, the sensitivity

of the scattered intensity to changes in ordering in the atomic correlations was shown

to be a feasible tool for experimentally probing the system. All those results are for the

experimental situation when energy resolution is not achievable in the scattered light.

In this Chapter, the scattered spectrum is analysed and it is shown that, if energy

resolution is available, the atomic correlations can be probed in a very direct manner.

In Section 7.1, the scattering formulas are presented for the particular case of a 40K

atomic gas. In Section 7.2, a comparison between the physical quantities of interest is

presented. In particular, the angle-resolved spectrum [Eq. (7.5)], RPA susceptibilities

[Eqs. (3.45), (3.46) and (3.47)], and the angle-integrated spectra [Eq. (7.6)]. The latter

corresponds to the measured spectrum over a range of scattering angles using a lens.

Section 7.3 deals with the single particle excitations in both the MFT and RPA approxi-

mations. In Section 7.4, the collective peak is analysed in the RPA spectrum.
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7.1. Spectrum formulae

7.1 Spectrum formulae

The necessary formalism for the scattered spectrum was presented in Section 4.3. The

elastic component of the scattered spectrum has a simple spectral structure, which con-

sists of only a zero frequency part, by definition [Eq. (4.39) and Section 4.3.1]. The losses

to higher bands occur at high frequency (on the order of the band gap) and can be filtered

out. As this component contains no information about the correlations in the system, it

can be ignored. It is in the inelastic component of the scattered spectrum [Eq. (4.40)

or (4.42)] that the properties of the excitations of the system can be directly observed.

The inelastic component of the scattered spectrum can be written in an analogous

manner to that of the intensity [Eq. (5.14)]. In order to do this, a 2×2 matricial version

of the dynamic response function [Eq. (3.26)] can be defined in an analogous manner to

Eq. (5.9):

SSSg3g4
g2g1

(q
˜

, ω) =




Sg3g4
g2g1

(q
˜

, q
˜

; ω) Sg3g4
g2g1

(q
˜

, q
˜

+ Q; ω)

Sg3g4
g2g1

(q
˜

+ Q, q
˜

; ω) Sg3g4
g2g1

(q
˜

+ Q, q
˜

+ Q; ω)


 . (7.1)

A frequency-dependent equivalent to Eqs. (5.10), (5.11), and (5.12), allows the density,

longitudinal spin and transverse spin dynamic response functions to be written in terms

of the quadruply indexed ones of Eq. (7.1). This results in

SSSρρ(q, ω) = SSS↑↑
↑↑(q, ω) + SSS↓↓

↓↓(q, ω) + SSS↑↑
↓↓(q, ω) + SSS↓↓

↑↑(q, ω) (7.2)

SSSzz(q, ω) =SSS↑↑
↑↑(q, ω) + SSS↓↓

↓↓(q, ω) − SSS↑↑
↓↓(q, ω) − SSS↓↓

↑↑(q, ω), (7.3)

SSS+−(q, ω) = 2SSS↓↑
↓↑(q, ω). (7.4)

These response functions are related to the susceptibilities of Sections 3.2.1 or 3.3 via

Eq. (3.28) for the MFT or RPA cases, respectively. This allows for writing the inelastic

component of the scattered light spectrum in a 2D 40K gas in the half-filled Hubbard

model as a special case of Eq. (4.42),

Si(∆k, ω) = α∆kB




(
M

↓↓
↓↓ + M

↑↑
↑↑
) RBZ∑

q 6=0

uuu†
∆̄k−q

1

4
[SSSρρ(q, ω) + SSSzz(q, ω)]uuu∆̄k−q

+
(
M

↑↑
↓↓ + M

↓↓
↑↑
) RBZ∑

q 6=0

uuu†
∆̄k−q

1

4
[SSSρρ(q, ω) − SSSzz(q, ω)]uuu∆̄k−q

+M
↓↑
↓↑

RBZ∑

q 6=0

uuu†
∆̄k−q

1

2
SSS+−(q, ω) uuu†

∆̄k−q



 . (7.5)
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Figure 7.1: Comparison between the RPA susceptibilities, angle-resolved spectrum, and
the spectrum collected by a lens over a range of scattering angles. The ratio between the
wavenumber of the probe light to the effective wavenumber of the optical lattice light is
κ = 1.5 [Eq. (4.16)] and U = 5J . Each line shown has been normalised to its maximum
value for comparison. We show s

L
0.5(ω) [solid (black)], sL0.1(ω) [dotted (blue)], S(∆k, ω)

[dashed (green)] and χ(∆k, ∆k; ω) [dotdashed (red)]. (a) shows the configuration with a
lens in the forward direction [Fig. 5.3(b)]. The angle-resolved quantities, the spectrum
S(∆k, ω) and total susceptibility χ(∆k, ∆k; ω) are computed at a wavevector close to the
axis of the lens [θ ∼ 0, φ ∼ 0; ∆kF (0, 0.01)]. (b) shows the case for a lens in the perpen-
dicular direction [Fig. 5.3(c)]. S(∆k, ω) and χ(∆k, ∆k; ω) are computed at a wavevector
∆k close to the axis of the lens at [θ ∼ π/2, φ ∼ π/4; ∆kP (π/2, π/4 × 1.01)]. (b) shows
the collective mode at low energies and the inset shows the single-particle excitations at
energies above the gap.

In Eq. (7.5), the vector diffraction term uuu∆̄k is defined in Eq. (5.13). α∆k is the Debye-

Waller factor defined in Eq. (4.22), and the constant B is defined in Eq. (4.19).

7.2 Comparison between angle-resolved and angle-integrated

spectrum

The spectrum contains a great wealth of information about the system, but, staying

within the basic approximation, the mean field theory, then, as is typical to this approx-

imation to have single particle excitations, that is the only excitation present. Here, it is

shown that when the RPA is used, the collective modes dominate the spectrum, hence

rendering the MFT results incomplete.

Ultimately, the interest lies in studying susceptibilities, as that is the way predictions

from models can be tested against physical systems more directly. Using a lens with a

large numerical aperture (NA), which captures photons from a large range of scattering

angles, increases the number of collected photons. Collecting the scattered photons with

a lens of a high numerical aperture improves the signal, but it may also distort it, mod-
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ifying the shape of the spectrum. This is because in the spectrum, each ∆k [Eq. 4.11]

represents a different argument for the structure factor. Thus, using a large NA lens is

equivalent to integrating the dynamical structure factor [Eq. (4.41)]. To asses how much

information about the spectral structure can be obtained when light is collected by a lens

with a given NA, the spectrum is integrated over the corresponding range of scattering

angles. This quantity is denoted by

s
L
NA(ω) =

∫

L,NA

dφ sin θdθ S(∆k(θ, φ), ω) , (7.6)

where L = F,P indicates the experimental configuration: F for the lens with a given

NA pointing in the forward direction [Fig. 5.3(b)], and P for the perpendicular direction

[Fig. 5.3(c)].

To study how different the angle-resolved and angle-integrated spectrum collected

by the lens are from the original susceptibility, the angle-integrated spectrum has been

computed for two lenses: one with a large NA [NA = 0.5], and another with a small NA

[NA = 0.1]. Fig 7.1 compares these quantities with the scattered spectrum S(∆k, ω) at a

point ∆k close to the direction of the lens, and the sum of the susceptibilities

χ(∆k, ∆k, ω) = χρρ
RPA(∆k, ∆k, ω) + χzz

RPA(∆k, ∆k, ω) + χ+−
RPA(∆k, ∆k, ω). (7.7)

Note that the total susceptibility does not include the polarisation of the light as it does

not contains any dipole matrix elements M
g3g4
g2g1

[Eq. (4.20)]. In Fig. 7.1(a) the lens is point-

ing in the forward direction [Fig. 5.3(b)] and in Fig. 7.1(b) it points in the perpendicular

direction [Fig. 5.3(c)]. The first noticeable aspect of Fig. 7.1 is that if the scattered light

is collected with the small NA lens sL0.1(ω) [dotted(blue) line], the signal is very close to

the scattered spectrum S(∆k, ω) [dashed(green) line], in both forward and perpendicular

directions. Both lenses are able to distinguish between the low-energy collective mode

and the high-energy single particle excitations, but the collective mode is broadened by

the large lens. These two different contributions are analysed in detail in the next sec-

tions. However, compared to the large NA lens, using a small NA lens results in a signal

which is smaller by a factor of 200 in the forward direction, and by a factor of 10 in the

perpendicular direction. One of the key features of the the scattered light spectrum is

clearly visible in Figure 7.1; the position of the lens determines which susceptibilities can

be observed. This occurs as a result of the polarisation of the scattered light spectrum
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S(∆k, ω), taken into account by the specific factors M
g3g4
g2g1

[Eq. (5.5)] present in Eq. (7.5).

From Eq. (5.5), it can be seen that the dipole matrix elements have a geometrical depen-

dence which allows for capturing the different contributions, density and longitudinal

spin, and transverse spin, in the different lenses (at different orientations). Thus, the

fact that the susceptibilities are probed with a different transition [Fig. 5.2] results in a

skewing of the scattered spectrum in certain directions. In particular, in the forward di-

rection, the contributions from the density and longitudinal spin susceptibilities are not

suppressed. On the other hand, the collective mode is hardly visible in Fig. 7.1(a). This

is because the corresponding polarisation tensor* is ∼ sin2 θ. In the perpendicular direc-

tion, the polarisation factor [∼ 3 + cos 2θ] suppresses the contributions from the density,

and the longitudinal spin configuration. In this geometry, the majority of the light is

from the spin-exchanging transition. Thus, it is possible to perform a separate measure-

ment of the susceptibilities in the longitudinal and the transverse channel. Hence, one

key finding in this chapter is that the position of the lens can be used to select the dif-

ferent susceptibilities. This allows for a separation between the collective modes and the

single particle excitations.

7.3 Single particle excitations

Within the MFT, the spectrum is computed from the susceptibilities of Eqs. (3.33), (3.34),

for density and longitudinal mode and Eqs. (3.36) and (3.37) for the transverse ones.

Fig. 7.2 shows the numerical results at zero temperature for different values of the on-

site interaction U , for a lens in the forward direction in (a), and in the perpendicular

direction in (b). As mentioned in the previous section, the forward direction captures

light scattered mostly from spin-preserving transitions while in the perpendicular di-

rection, the captured light mostly originates in the spin-exchanging transition. This is

because of the angular dependence of the respective dipole transition matrix elements

coded in the M
g3g4
g2g1

tensor of Eq. (5.5). The only spectral features in Fig. (7.2) are the

gapped single particle excitations. A simple calculation shows that for ∆ ≫ J the gap

can be approximated by 2∆ = 2mU . Indeed, from the denominators, the frequency

term in the susceptibilities [Eqs. (3.33), (3.34), (3.36) and (3.37)], the range over which

*The precise value of M
↓↑
↓↑ is given Eq. (5.5).
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Figure 7.2: MFT spectrum collected by a lens for different values of the on-site inter-
action strength U at T = 0. Here the number of sites is 40×40. The ratio between the
wavenumber of the probe light to the effective wavenumber of the optical lattice light
κ = 1.500 [Eq. (4.16)]. The lattice height is s = 25. Light is collected with a lens of
NA= 0.5 pointing in (a) the forward direction; (b) the perpendicular direction. It con-
sists of the different single particle excitations. The energy gap is characteristic of the
MFT ground state. The gap has a width of about 2∆ for large values of U . From left to
right, black (solid) is U = 2.6J , m = 0.25, blue (dashed) is U = 4.01J , m = 0.35, and
green (dot-dashed) is U = 8.33J , m = 0.45. All the curves have been normalised to the
maximum of the highest peak in each figure.

single-particle excitations are to be expected can be bounded. Specifically, the spectrum

is non-zero only for 2∆ ≤ ω ≤ 2
√

∆2 + 16J2. In Fig. 7.2, the numerical results are for

T = 0, and for different values of the on-site interactionU . The larger the on-site interac-

tion is, the closest m is to its saturation value of 1/2 [Eq. (3.17) and Fig. 3.3]. As described

in Section 3.2.1 [Eq. (3.40)], the numerical values are computed with a finite value to the

infinitesimal imaginary part. In particular, with 200 points in the interval 0 ≤ ω ≤ 14J .

Figure 7.3 shows the scattered light spectrum corresponding to a calculation within

the RPA approximation. This is computed from the susceptibilities in Eqs. (3.45), (3.46)

and (3.47). To compute these susceptibilities numerically, the MFT susceptibilities of

Eqs. (3.33), (3.34), (3.36) and (3.37) are computed using complex arithmetic from ex-

pressions equivalent to that of Eq. (3.40)†. These are then fed into Eqs. (3.45), (3.46)

and (3.47). The observable spectrum is then obtained via Eq. (3.28), taking the imagi-

nary part and multiplying by the necessary numerical factors. It is important to note that

due to the way the RPA susceptibilities are calculated, when computing their numerical

values, the gap parameter ∆ [Eq. (3.8)] is computed from the MFT order parameter m as

computed from Eq. (3.17). Using the RPA-corrected order parameter mRPA would be in-

correct as mRPA is computed from the RPA susceptibilities and the calculation used here

†Without taking the imaginary part.
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7.4. Collective modes

Table 7.1: Height of the single-particle peaks in the scattered spectrum. Comparison
between the MFT [Fig. 7.2] and the RPA [Fig. 7.3] calculations. The results are given
in the units of Fig. 7.3(a), and Fig. 7.3(b) for the forward and perpendicular directions,
respectively.

Forward direction Perpendicular direction
U/J MFT RPA MFT RPA
2.6 0.70 0.61 0.13 0.07
4.0 0.59 0.48 0.18 0.05
8.3 0.43 0.31 0.29 0.03

is not self-consistent in any way. In this thesis, mRPA is only to compute the elastic com-

ponent of the scattered light [Sec. 5.2]. As was already discussed in Section 3.3, the RPA

approximation renormalises the single-particle excitations. This is illustrated in Figs. 3.6

and 3.7. This is also observable in the scattered spectrum. Comparing Fig. 7.2 and 7.3,

it is apparent that the shape of the single-particle excitations changes. The height of

the peak in the collected scattered light, which is the factor determining the normali-

sation of the figures, changes as follows: in the perpendicular direction, the maximum

value reached by the RPA spectrum is a factor of ∼ 1.4 larger than the MFT. In the per-

pendicular direction this factor is ∼ 3.4. The change from MFT to RPA is larger in the

perpendicular direction because of the presence of the collective mode. For comparison,

the height of the single-particle peaks in Figs 7.2 and 7.3 are listed in Table 7.1 in the

units of Fig. 7.3. The renormalisation in the single-particle peaks in the forward direc-

tion is mainly due to the differences between χχχρρ
(0)(q, ω) and χχχρρ

RPA(q, ω) [Fig. 3.7(b)]. This

is because of the nearly total cancellation of the term SSSzz(q, ω) in Eq. (7.5) due to the

minus sign in front of the dipole matrix elements M↓↓
↑↑, and M

↑↑
↓↓ [Eq. (5.5)]. Note that in

the perpendicular direction, within the MFT, the peak height grows with U ; in the RPA

calculation, this trend reverses as the single-particle peaks decrease in height for larger

values of U .

7.4 Collective modes

The crucial difference between Figs 7.2 and 7.3 is the presence of the collective mode.

The collective mode is the sharp peak at low energies in Fig. 7.3. This peak appears in

the the RPA transverse spin susceptibility of Eq.(3.47). Thus, going beyond MFT and

using RPA changes drastically the spectral response of the system [Compare Figs. 7.2

and 7.3]. The other spectral feature, single-particle excitations, have been analysed in
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Figure 7.3: RPA spectrum collected by a lens for different values of the on-site interaction
strength U at T = 0. Here the number of sites is 40×40. The lattice height is s = 25 and
κ = 1.5. Light is collected with a lens of NA= 0.5 pointing in (a) the forward direction
[Fig. 5.3(b)]; (b) the perpendicular direction [Fig. 5.3(c)]. From left to right, black (solid)
is mRPA ≃ 0.19 (U ≈ 2.6J), blue (dashed) is mRPA ≃ 0.25 (U ≈ 4.0J), and green (dot-
dashed) is mRPA ≃ 0.30 (U ≈ 8.3J). Inset in (b) shows the renormalised single-particle
excitations starting at ω ≈ U/J . All the curves have been normalised to the maximum of
the mRPA ≃ 0.30 case.
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Figure 7.4: RPA scattered spectrum at zero temperature along φ = π/4 for U = 8.3J
(mRPA ≃ 0.30). This figure only shows the low energy part of the spectrum that in-
cludes the collective modes. Single particle excitations occur at much higher energies
and are not shown. The grey scale on the left gives the magnitude of the spectrum plot-
ted. (a) shows κ = 1.05 and (b) κ = 1.5. ω∆k (solid line) given by Eq. (3.50) is the spin
wave dispersion relation of the Heisenberg model. The green (step-like) line connects
the maximum values of the collective mode peak of the RPA spectrum for each θ point
evaluated.

the previous section. The major contributions to the spectrum in the RPA come from the

spin-exchanging transition, as that is the one related to the transverse spin susceptibility

χχχ+−
RPA(q, ω) [see Fig. 5.2]. As described in Chapter 3, in the large U limit, the Hubbard

model reduces to an effective Heisenberg Hamiltonian [34, 74]. The fundamental exci-

tations of the Heisenberg model are the so-called magnons [Eq. (3.50)]. Contrary to the
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7.4. Collective modes

single-particle excitation, which correspond to gapped quasi-particle excitations in the

system‡, the collective modes are gapless and obey bosonic statistics. These excitations

are present in the RPA calculation [27], and the results from RPA and Heisenberg model

coincide for large values of U [U ' 25J]. Figure 7.4 shows the angle and frequency-

resolved scattered light spectrum [Eq. (7.5) along the φ = π/4 direction. For comparison,

the magnon dispersion relation, computed from the Heisenberg model [Eq. (3.50)], is

also shown. As a visual aid, the line connecting the maximum of the spectrum for each

θ point is also drawn. The scattered spectrum is very close to the magnon dispersion re-

lation. Figure 7.4 is not a purely theoretical result, such measurement could be realised

with a small NA lens, moving it along the θ direction. The reason both lines do not fall

on top of each other is because the case shown is for U = 8.33J and mRPA = 0.30. The

low-energy component RPA scattered spectrum§ coincides with the scattered spectrum

computed from the Heisenberg model for U ' 25J .

‡This quasi-particles obey fermionic statistics. See Eqs. (3.13), (3.14), (3.14), (3.40) and Fig. 3.6(a).
§The Heisenberg model does not describe the Hubbard model single-particle excitations.
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Chapter 8

The bosonic Hubbard model

This chapter describes the second part of the thesis. In this chapter, the scattered light

intensity from an ultracold gas realisation of the Bose-Hubbard model (BHM) [39, 50] is

studied using the Bogoliubov approximation in optical lattices [121, 21] and Quantum

Monte Carlo Simulations (QMC).

8.1 Introduction

The bosonic version of theHubbardmodel [Eq. (2.10)] was first introduced by Fisher et al.

[39]. At T = 0, the Bose-Hubbard model [Eq. (8.2), below] has two possible states. It can

be a superfluid (SF) or a Mott-insulator (MI). At J/U = 0, the Mott-insulator phase has

the property of integer filling, i.e., the number of atoms per lattice site are exact integers,

and atom fluctuations are highly suppressed. On the other hand, in the U/J = 0 limit, the

superfluid phase can be described by coherent states where lattice site occupation num-

ber fluctuates according to Poissonian statistics [14]. At T = 0, the system has a quantum

phase transition which in 2D happens at a critical ratio between J/U |c ≈ 0.06 [32, 22].

This phase transition can be induced in cold atoms trapped in an optical lattice by chang-

ing the depth of the lattice [Eq. (2.14)] [61, 111, 53]. The Bose-Hubbard model has been

realised experimentally in 2D optical lattices, and the superfluid to Mott insulator tran-

sition has been observed [61, 111, 53]. As mentioned in Chapter 2, when it is realised

in optical lattices, the Bose-Hubbard model has an extra term, which describes the har-

monic component of the trapping potential due to the beam waist. This inhomogeneity

results in a ring-like structure, where the region at the centre of the trap can be in a Mott
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8.2. Bogoliubov approximation

insulating state that is surrounded by a SF ring [101, 53, 72, 123, 24]. The trapped system

can be studied with QMC methods in the same manner as the homogeneous case. How-

ever, in this thesis only results for the homogeneous system will be presented. Following

[50], the Hamiltonian that describes atoms of mass m in an optical lattice in terms of the

field operators can be written as

Ha =

∫
drΨ†(r)

(
− ~

2

2m
∇2 + V0(r)

)
Ψ(r) +

1

2

4πas~
2

m

∫
drΨ†(r)Ψ†(r)Ψ(r)Ψ(r). (8.1)

From the previous Hamiltonian, and following the same procedure as in Chapter 2, the

Bose-Hubbard model can be derived [50]

H = − J
∑

〈i,j〉

(
b̂†

i b̂j + h.c.
)

+
U

2

∑

j

n̂j(n̂j − 1). (8.2)

Here, b̂†
i creates a boson and b̂i destroys it at lattice site i = (ix, iy) or i = ix for 2D or 1D

lattices respectively. The number of bosons on a particular site can be computed using

the number operator n̂i = b̂†
i b̂i. The hopping parameter is denoted by J [Eq. (2.14)], and

the on-site interaction by U [Eq. (2.13)]. Bosons obey the usual bosonic commutation

relations:
[
b̂i, b̂†

j

]
= δij . (8.3)

8.2 Bogoliubov approximation

In this section, the Bogoliubov approximation is applied to the Bose-Hubbard model

in a homogeneous system. The basic premise of the Bogoliubov approximation is the

realisation that in the condensed phase the occupation of the single particle ground state,

the zero-momentum state, is macroscopically large compared with the rest of the states.

In this approximation, the creation operator for the zero-momentum state is written as

a combination of a c-number zi and an operator δ̂i which represents the fluctuations

around the condensate number and which also obeys Bose-Einstein statistics. This can

be explicitly written as

b̂i = zi + δ̂i, b̂†
i = z∗

i + δ̂†
i (8.4)

This approximation is valid whenever the hopping amplitude J is large compared to the

on-site interaction U , and small enough for the single-band approximation to be valid.
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8.2. Bogoliubov approximation

The behaviour of the c-numbers zi can be described by means of a set of coupled non-

linear Schrodinger equations, Gross-Pitaevskii (GP), which can be written as [6, 7]

i~∂tzi =U |zi|2zi − J
∑

j/〈i,j〉
zj (8.5)

where, j/〈i, j〉, denotes j such that j is a nearest-neighbour of i. This is the starting equa-

tion used in [21] and [100] to study superfluidity in optical lattices. The time dependence

of the original bosonic operator, written in terms of the c-number plus the fluctuating

part δ̂i, can be written as [21]:

b̂i = (zi + δ̂i) exp

(
−i

ςt

~

)
. (8.6)

Using Eq. (8.6) in Eq. (8.5) along with their respective complex conjugates, a system of

coupled non-linear equations for zi is obtained. Assuming a homogeneous system, the

Bogoliubov approximation translates into zi = zj =
√

ρ0. Here, ρ0 = N0/Nd
s is the con-

densate density, and N0 is the total number of atoms in the condensate in a lattice with

Nd
s sites. N denotes the total number of atoms in the lattice, and the nearest-neighbours

number is z. The parameter ς is given by

ς = Uρ0 − 4J. (8.7)

Note that if the calculation is done in the Grand Canonical ensemble [121], ς is the equiv-

alent magnitude to the chemical potential. Hence, Eq. (8.7) can be used as a first order

approximation at low T to the equivalent chemical potential that given U and J would

lead to a condensate density ρ0. Also note that the factor of 4 multiplying J in Eq. (8.7)

is inherent to the square lattice. In general, J is multiplied by the number of nearest

neighbours. The time dependence of the fluctuating part δ̂i is given by the Bogoliubov

equation [21, 100]

i~∂tδ̂i =(2ρ0U − ς)δ̂i − J
∑

j/〈i,j〉
δ̂j + ρ0Uδ̂†

i . (8.8)

Equation (8.8) and its hermitian conjugate can be solved by expanding the fluctuating

fields in terms of a set of quasi-particles [121]:

δ̂i =
1√
Nd

s

∑

q 6=0

(
uqα̂qei(q·ri−ωqt) − v∗

qα̂†
qe−i(q·ri−ωqt)

)
(8.9)
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8.2. Bogoliubov approximation

where ri = a(ix, iy) or ri = aix in 2D or 1D respectively and a is the lattice spacing. The

sum in Eq. (8.9) is over the Brillouin zone except the origin, which is taken into account

by the c-number zi. Specifically

aq =

(
2π

Ns
ix,

2π

Ns
iy

)

(ix, iy) ∈{(ix, iy) : il = (0, . . . , Ns − 1) l = x, y} − {(0, 0)}.

or in other words, a usual summation over the Brillouin zone is done, but the point at the

origin q = (0, 0) is excluded. The quasi-particle obey bosonic statistics:

[
α̂q, α̂†

q′

]
= δqq′ . (8.10)

For the transformation in Eq. (8.9) to respect the bosonic commutation relation, the func-

tions uq and vq have to be constrained by

|uq| − |vq|2 = 1. (8.11)

The quasi particle thermal expectation value at a temperature T is given by a Bose-

Einstein distribution function:

〈
α̂†

qα̂q′

〉
= nq =

δqq′

eβ~ωq − 1
(8.12)

where β = 1/kBT and kB is Boltzmann constant. Using Eq. (8.9) and its hermitian

conjugate into Eq. (8.8) and its hermitian conjugate, the following set of equations is

obtained:

~ωquq =

[
ρ0U + 4J

d∑

l=1

sin2
(

qla

2

)]
uq − ρ0Uvq (8.13)

−~ωqvq =

[
ρ0U + 4J

d∑

l=1

sin2
(

qla

2

)]
vq − ρ0Uuq. (8.14)

Squaring and subtracting these two equations, the quasi-particle spectrum can be ob-

tained with the aid of Eq. (8.11):

~ωq =

√√√√4J
d∑

l=1

sin2

(
qla

2

)
√√√√2ρ0U + 4J

d∑

l=1

sin2

(
qla

2

)

=
√

ǫq

√
2ρ0U + ǫq. (8.15)

The bare particle dispersion relation as now denoted by

ǫq = 4J
d∑

l=1

sin2
(

qla

2

)
. (8.16)
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8.2.1. Total number of atoms

To solve for uq and vq, square, say, Eq. (8.13), and write |vq|2 = |uq|2 − 1, Eq. (8.11). After

some simplifications, these results in

|uq|2 =
1

2

(
ǫq + ρ0U

~ωq

+ 1

)
. (8.17)

And, using Eq. (8.11) again,

|vq|2 =
1

2

(
ǫq + ρ0U

~ωq

− 1

)
. (8.18)

Thus, the diagonalisation problem for the system with periodic boundary conditions is

solved.

8.2.1 Total number of atoms

In the previous section, the Bose-Hubbard Hamiltonian of Eq. (8.2) has been solved using

the Bogoliubov approximation. This section is dedicated to computing some properties

of the system. The first magnitude that will be computed is the the total density at a site

〈n̂i〉 =
〈

b̂†
i b̂i

〉
= n. (8.19)

Using Eqs. (8.4), (8.9), (8.12) and taking into account that expectation values of odd

number of operators vanish, in particular
〈

δ̂i

〉
= 0 and

〈
δ̂†

i

〉
= 0, Eq. (8.19) can be

written as

〈
b̂†

i b̂j

〉
= ρ0 +

1

Nd
s

∑

q 6=0

[
e−iq·(ri−rj)u2

qnq + eiq·(ri−rj)v2
q (nq + 1)

]
. (8.20)

The total density is given by taking i = j in Eq. (8.20),

n = ρ0 +
1

Nd
s

∑

q 6=0

[
u2

qnq + v2
q (nq + 1)

]
. (8.21)

Using Eq. (8.21), the density of atoms in the ground state ρ0 can be computed once the

total density n, and the temperature T are fixed . The solution for ρ0 is obtained numeri-

cally with a recursive scheme. Numerical solutions of Eq. (8.21) are shown in Fig. 8.1 for

zero temperature and two different values for the total density. Within the Bogoliubov

approximation, the condensate density ρ0 decreases with increasing the on-site interac-

tionU . However, it always remain finite, never reaching zero, which would signal a phase

transition. Hence, the Bogoliubov approximation can only describe the superfluid phase

of the Bose-Hubbard model.
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Figure 8.1: U dependence of the condensate density ρ0 at zero temperature. ρ0 is ob-
tained as a solution of Eq. (8.21), for lattice of linear finite size Ns = 32, and two different
values for the total density.

8.2.2 Density-density correlation function

In this chapter, the goal is to use off-resonance light scattering to do optical diagnostics

about the state of the system [104]. For the single-species bosonic case, the scattered in-

tensity is characterised by the density-density correlations of the system [104, 31]. The

density-density correlation functions can be separated into a connected and a discon-

nected correlation function. These, see Chapter 4, contribute to the inelastic and elastic

components of the scattered light, respectively. Thus, the density-density correlations

can be written as

〈n̂in̂j〉 =
〈

b̂†
i b̂ib̂

†
j b̂j

〉

=

elastic︷ ︸︸ ︷〈
b̂†

i b̂i

〉 〈
b̂†

j b̂j

〉
+
〈

b̂†
i b̂ib̂

†
j b̂j

〉
−
〈
b̂†

i b̂i

〉 〈
b̂†

j b̂j

〉

︸ ︷︷ ︸
inelastic

(8.22)

=
〈

b̂†
i b̂ib̂

†
j b̂j

〉

d
+
〈

b̂†
i b̂ib̂

†
j b̂j

〉

c
(8.23)

The correlation function has been split in two terms: elastic and inelastic. The total result

is independent of the way the correlations are written, but as was shown in Chapters 4

and 5, it is convenient to separate the different contributions. The elastic component is

nothing else but the square of the total density. It can be computed squaring Eq. (8.21),

〈
b̂†

i b̂ib̂
†
j b̂j

〉

d
=
〈

b̂†
i b̂i

〉 〈
b̂†

j b̂j

〉
= 〈n̂i〉 〈n̂j〉

=n2 (8.24)
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Using Eqs. (8.4), (8.9), (8.12) the connected term can be calculated in the same way as

the density.

〈
b̂†

i b̂ib̂
†
j b̂j

〉

c
=
〈

b̂†
i b̂ib̂

†
j b̂j

〉
−
〈
b̂†

i b̂i

〉 〈
b̂†

j b̂j

〉

=z∗
i z∗

j

〈
δ̂iδ̂j

〉
+ zizj

〈
δ̂†

i δ̂†
j

〉
+ z∗

i zj

〈
δ̂iδ̂

†
j

〉
+ ziz

∗
j

〈
δ̂†

i δ̂j

〉

+
〈

δ̂†
i δ̂iδ̂

†
j δ̂j

〉
−
〈

δ̂†
i δ̂i

〉 〈
δ̂†

j δ̂j

〉
(8.25)

Listing term by term we obtain:

z∗
i z∗

j

〈
δ̂iδ̂j

〉
= −

z∗
i z∗

j

Nd
s

∑

q 6=0

uqv∗
q

[
e−iq·(ri−rj)nq + eiq·(ri−rj)(1 + nq)

]
(8.26)

zizj

〈
δ̂†

i δ̂†
j

〉
= −zizj

Nd
s

∑

q 6=0

vqu∗
q

[
e−iq·(ri−rj)nq + eiq·(ri−rj)(1 + nq)

]
(8.27)

z∗
i zj

〈
δ̂iδ̂

†
j

〉
=

z∗
i zj

Nd
s

∑

q 6=0

[
|vq|2e−iq·(ri−rj)nq + |uq|eiq·(ri−rj)(1 + nq)

]
(8.28)

ziz
∗
j

〈
δ̂iδ̂

†
j

〉
=

ziz
∗
j

Nd
s

∑

q 6=0

[
|uq|2e−iq·(ri−rj)nq + |vq|eiq·(ri−rj)(1 + nq)

]
(8.29)

Furthermore, taking zi, uq, vq ∈ Reals, and using the fact that the system is homoge-

neous, zi = zj =
√

ρ0, Eqs. (8.26) -(8.29) can be combined to rewrite an explicit expres-

sion for the connected correlations Eq. (8.25)

〈
b̂†

i b̂ib̂
†
j b̂j

〉

c
=

ρ0

Nd
s

∑

q 6=0

(uq − vq)2
[
e−iq·(ri−rj)nq + e−iq·(ri−rj)(1 + nq)

]

+
1

N2d
s

∑

q,q′ 6=0

{(
uquq′ + vqvq′

)2
nq(1 + nq′)e−i(q−q′)·(ri−rj)

+

(
uqvq′ + vquq′

)2

2

[
nqnq′e−i(q+q′)·(ri−rj) + (1 + nq)(1 + nq′)ei(q+q′)·(ri−rj)

]}

(8.30)

8.3 The QuantumMonte Carlo approach

The QMC results presented here have been obtained using the codes distributed in the

ALPS suite [12, 2, 83]. In particular, all the results presented in this thesis have been

computed with the directed loop algorithm in the SSE representation [4, 106, 96].

QuantumMonte Carlo is based on the observation that the partition function and the

physical observables in a quantum system can be written in terms of integrals over all
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Table 8.1: Input parameters for the Quantum Monte Carlo simulations.

Number of thermalisation steps
Ns Linear lattice size
T Temperature
U On-site interaction strength
J Hopping parameter
µ Chemical potential

NMax Maximum number of bosons per state

configurations (in terms of the partition function Z). These integrals are multidimen-

sional, and computing a numerical value with regular grid methods or even with naive

random sampling approaches is impossible in the first case, and highly inefficient in the

second one. Very clever tricks and algorithms have been developed in the last few years,

starting with Wang-Landau sampling [114] and the cluster updates ideas, which have

led to the current state-of-the-art algorithms for simulating the Bose-Hubbard model: the

worm algorithm and its variants [99, 98, 117, 94], and the stochastic series expansions al-

gorithm [4, 106, 96].

8.3.1 QMC parameters

In the QMC simulations presented in this chapter, the system is simulated in the Grand

canonical ensemble. The system is defined by the Hamiltonian [Eq. (8.2)], and a set of

input parameters. The input parameters for the QMC code are listed in Table 8.1. The

physical quantities have been already described above. The other two parameters: the

number of thermalisation steps and NMax are specific to Monte Carlo simulations. A

Monte Carlo, specifically a Markov Chain Monte Carlo simulation uses a pseudo random

number generator to sample the probability distribution or the partition function of the

system in this case. Numerically, it is necessary to discard the initial set of states obtained

because the system takes a certain amount of steps to achieve a steady state [60, 114]. In

a Monte Carlo simulation, the simulation is initialised from a random state, and the ther-

malisation steps are performed. Once the thermalisation run is finished, the estimators

for the measured quantities are set to zero and the simulation starts. Measurements will

be done until the finalisation condition is met. This condition can be either a fixed num-

ber of Monte Carlo steps after thermalisation, a convergence test on the error bars of

the estimated quantities, or the simulation can be run until a given relative accuracy is

achieved. The resulting system configuration between two consecutiveMonte Carlo steps
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8.3.2. QMC applied to the Bose-Hubbard model

are correlated. Either these correlations have to be taken into account when computing

the error bars, or measurements are to be performed skipping a number of Monte Carlo

steps [118]. The number of Monte Carlo steps to be skipped between measurements is

of the order of the autocorrelation time for the estimated magnitude [118, 5]. The ALPS

code [3] takes care of the previous steps. Only a number of thermalisation steps has to be

supplied as an input parameters. After the thermalisation has been carried out, the sim-

ulations are run until the density, energy, and density-density correlations have achieved

convergence [Table 8.1].

The other unfamiliar parameter, NMax, represents the maximum number of bosons

allowed in a state, the optimal value of this parameters can be estimated from the follow-

ing argument. In the Mott state, at low temperature the fluctuations are negligible, and

in principle, this parameter could be set to just slightly above the total density. In the su-

perfluid state, on the other hand, the wave-functions can be approximated by a coherent

state, with fluctuations that can be described according to a Poisson distribution. For a

given total density*, one way to make sure that this parameter is in the correct regime is

by plotting the Poisson distribution for the total density and checking that the tail is not

cut-off.

8.3.2 QMC applied to the Bose-Hubbard model

QMC methods have been applied intensively to the simulation of the 2D Bose-Hubbard

model in optical lattices [22, 123, 72, 24, 95]. The QMC results presented have been

computed using the ALPS collaboration codes. In particular, the implementation of the

directed loop algorithm in the SSE representation [4, 106, 96]. Every QMC run has been

allowed a fixed number of Monte Carlo steps for thermalisation. This number was fixed

to 50000. After thermalisation, the simulation was run until the error bars for the average

total density, the energy and the density-density correlations have converged. The QMC

codes use the input parameters listed in Table 8.1 and produces the output quantities

listed in Table 8.2.

*The total density can be roughly estimated, at least at low temperatures, using the Bogoliubov approx-
imation [Eq. (8.7)].
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8.3.3. Small system in the Bogoliubov regime

Table 8.2: Output parameters for the Quantum Monte Carlo simulations.

n = 1
L2

∑
i 〈n̂i〉 Average total density at a site

〈n̂i〉 Local density〈
n̂0n̂j

〉
Full density-density correlations functions〈

b̂†
0b̂i

〉
Green’s function

ρs Superfluid density [97]

6

6.1

6.2

6.3

6.4

1 2 3 4 5 6 7 8

〈n
〉

J/U

Figure 8.2: Average density when varying the hopping parameter. This is computed
with the ALPS QMC libraries for a 2D Bose-Hubbard model in a square lattice with
Ns = 16,U = 1, T = 0.05U , µ given by Eq. (8.31), and NMax= 20. Data points are joined
with straight lines.

8.3.3 Small system in the Bogoliubov regime

In the following section, the Bogoliubov approximation of Section 8.2 is compared with

the QMC results for a small lattice of linear size of Ns = 16 at low temperatures [T =

0.05U ]. Figure 8.2 shows the total density computed from QMC for a lattice with 16 × 16

sites, and T = 0.05U . The chemical potential has been estimated using Eq. (8.7) and

taking into account that if the Bogoliubov calculation is done in the Grand canonical

ensemble, ς is the equivalent magnitude to the chemical potential [121]. To achieve an

on-site density of around 6, the value of the chemical potential has been estimated from

µ = 6U − 4J. (8.31)

The resulting total density from this set of parameters is shown in Fig. 8.2. It can be

seen that Eq. (8.31) approaches the target value for the total density, 6, for large values of

J/U . This is to be expected as the origin of Eq. (8.7) and (8.31) is in the Bogoliubov ap-

proximation, which is only a good approximation in the large J/U regime. The bosonic

Green’s function can be calculated in the QMC simulation [Table 8.2]. This can be used

to estimate the condensate density from the QMC simulation. This is done by taking
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Figure 8.3: Comparison between the Bogoliubov approximation and Quantum Monte
Carlo for a 2D Bose-Hubbard model in a square lattice with Ns = 16, U = 1, T = 0.05U ,
and NMax= 20. Note that the total density, shown in Fig. 8.2, is not constant. This total
density is used in the Bogoliubov approximation to compute the condensate density ρ0

self-consistently from Eq. (8.21). (a) Condensate density, and (b) condensate depletion
[Eq. (8.33)]. The QMC condensate density is computed using Eq. (8.32). The bump in (a)
is due to the fact that the total density is not constant for the data points shown.

the Fourier transform of
〈

b̂†
i b̂j

〉
. By definition, the condensate density corresponds to

the value of this Fourier transform at the origin. In particular, for the translationally

invariant system studied here

ρ0 =
1

N2
s

∑

j

〈
b̂†

0b̂j

〉
. (8.32)

For the parametersmentioned above, with the chemical potential estimated using Eq. (8.31),

the condensate density computed from Eq. (8.32) is shown in Fig. 8.3(a). Note that the

maximum in ρ0 is due to the fact that the density is not kept constant when J/U is varied

[Fig. 8.2]. The condensate depletion, which measures the fraction of atoms that are not

in the ground state, is shown in Fig. 8.3(b). As expected, for larger values of J/U , the

number of atoms not in the condensate decreases. The condensate depletion is defined

as

Condensate depletion =
n − ρ0

n
. (8.33)

8.3.4 Temperature dependence of the condensate density

One of the possible applications of non-resonant light scattering as a probe is thermom-

etry [104, 31]. This possibility will be explored in Section 8.5. In this section, the system

is characterised. To study the temperature dependence of the superfluid using QMC,

two different cases have been studied. Both cases are in a square lattice with Ns = 32,

U = 1, J = U , andNMax= 15. In the first case, the density has been kept constant† with

†By changing the input chemical potential [Table 8.1].
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Figure 8.4: Connected density-density correlations at fixed total density and J for chang-
ing T. These results are computed from QMC for a 2D Bose-Hubbard model in a square
lattice with Ns = 32, U = 1, J = U , and NMax= 15.
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Figure 8.5: Temperature dependence of the total and condensate density of a superfluid
at fixed chemical potential for changing T. These results are computed from QMC for
a 2D Bose-Hubbard model in a square lattice with linear lattice size Ns = 32, U = 1,
µ = 2U , J = U , and NMax= 15.

a value ≈ 6.27 and the temperature has been changed from T = 0.05U , in which case

the condensate depletion [Eq. (8.33)] is ≈ 3.5% to T = 2.15U for which the condensate

depletion increases to ≈ 9%. The connected correlations along the diagonal are shown in

Fig. 8.4. The second case is one in which the chemical potential is given a fixed value of

µ = 2U and the temperature is increased from T = 0.05U up to T = 2.15U . In this case,

the density is not constant with increasing temperature. This is shown in Fig. 8.5. The

changes in the correlations, not shown, are similar to those of Fig. 8.4.

8.3.5 System evolution across the first Mott lobe

The final case studied in this section is the Mott insulator to superfluid transition at finite

T . At zero temperature and in the thermodynamic limit, there is a sharp quantum phase

transition between the MI and the superfluid phase. This transition in optical lattices has
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Figure 8.6: Total, condensate, and superfluid density, from the Mott insulator to a super-
fluid. These results have been computed using QMC for a 2D Bose-Hubbard model in
a square lattice with linear lattice size Ns = 32,U = 1, T = 0.05U , and NMax= 10. (a)
Shows the input chemical potential [Table 8.1], (b) total density, (c) condensate density
computed using Eq. (8.32), and (d) superfluid density. The horizontal dashed line in (b)
is a visual aid to show deviations from unit filling. The vertical dashed line are an indi-
cation as to which phase the different data points belong to. However, given the small
number of data points, the position of the phase boundaries can only be indicated very
roughly. Note that the error bars in (b) and (d) are not visible at this scale.

been studied in the literature both theoretically [39, 32, 72, 22] and experimentally [111].

In fact, at finite T , apart from the usual Mott insulator and superfluid phases [39], a third

normal (N) liquid phase appears in between [72]. The normal phase is characterised

by the fact that the superfluid density is zero and the filling is not integer [72]. The

transition between the MI and the N phases is not sharp but a crossover [72]. For the

purposes of this Chapter, the details of the transition are not as important as whether

the transition leads to any observable change in the scattered light. This change will

happen if the density-density correlations show any notable change when going through

the transition. To study this, the evolution of the system from the Mott insulating phase

J/U = 0.01 to the superfluid J/U = 0.09 has been studied in a square lattice with linear

lattice size Ns = 32, U = 1 at T = 0.05U , and NMax= 10. The total density has been

kept as close to 1 as possible by modifying the chemical potential. The total, condensate,

and superfluid densities for this case are shown, along with the chemical potential, in
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Figure 8.7: Evolution of the density-density correlations from the Mott insulator to the
superfluid regime, at constant unit total density. The shown results are computed using
QMC for a 2D Bose-Hubbard model in a square lattice with linear lattice size Ns =
32,U = 1, T = 0.05U , and NMax= 10. Note that there is an order of magnitude between
(a) and (b). The chemical potential, total density, and condensate density are shown in
Fig. 8.6.

Fig. 8.6. The phase boundary between the MI and the N phases and the N and SF phases

are indicated by vertical dashed lines. The boundary between the MI and the N phases

has been determined by the point at which the total density at a site changes from 1

[Fig. 8.6(b)]. Note that the QMC numerical error bars are not visible at the corresponding

scale of Figs. 8.6(b) and (c). The boundary between the N and SF phases is determined

by the point at which the superfluid density ρs reaches a finite value. Note that given

the sparseness of the data, the position of the phase boundaries cannot be determined

accurately. Hence, the position of the vertical lines is only a very rough estimate as to

where the phase boundaries lie. In particular, the error bars associated with the location

of the phase boundaries are at least ±0.005U . The density-density correlations for this

case are shown in Fig. 8.7. The main changes are at the origin, 〈n̂0n̂0〉c. In particular,

from the MI to the SF, the magnitude of this point increases by two orders of magnitude

[Compare Figs. 8.7(a) and (b)].

8.4 Comparison between the Bogoliubov approximation and

QMC

For all the comparisons between QMC and the Bogoliubov approximation presented in

this chapter, first the QMC simulation is run with a given set of input parameters [Ta-

ble 8.1]. The QMC total density n is obtained as an output from the simulation [Ta-

ble 8.2]. In order to compare with the Bogoliubov approximation, this value for the total
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8.5. Scattered light intensity from the Bose-Hubbard model

density obtained from the QMC is used in Eq. (8.21) to obtain the condensate density in

the Bogoliubov approximation. The rest of the parameters are identical in both calcu-

lations. In particular, these parameters are the system size Ns, the temperature T , the

hopping amplitude J , and the on-site interaction U .

For instance, Fig. 8.2 shows the total density obtained from QMC for a square lattice

with linear lattice size Ns = 16, U = 1, T = 0.05U , µ given by Eq. (8.31), andNMax= 20.

Fig. 8.3 compares the condensate density computed from QMC with that obtained from

the Bogoliubov approximation by solving Eq. (8.21). Eq. (8.21) is solved with the same

parameters, that is, for a square lattice with Ns = 16, U = 1, T = 0.05U , and the total

density n shown in Fig. 8.2. As expected, the agreement between the QMC numerical

results and the Bogoliubov approximation is better for large values of J/U . Figure 8.8

shows a comparison of the connected density-density correlations for some particular

values of J/U . The difference between QMC and the Bogoliubov approximation is larger

for the correlations than it is for the condensate density [Fig. 8.3(a)]. Only for the largest

value of J = 7U the correlations computed with the two different methods fall on top of

each other. A comparison between QMC calculations and the Bogoliubov is interesting

not only as a confirmation that the QMC calculation is working appropiately, but also

as a numerical test of a technique that is used quite often to describe certain aspects of

ultracold atoms in optical lattices. The results of Figures 8.3 and 8.8 should offer guid-

ance as to how reliable the Bogoliubov approximation is. The excitation spectra of the

Bose-Hubbard model was computed using QMC and the Bogoliubov approximation in

[92] with similar results to the ones shown here. The Bogoliubov approximation quali-

tatively describes the behaviour of the system but fails quantitatively. In the particular

case shown here, the Bogoliubov approximation overestimates the correlations between

the particles [Fig. 8.8].

8.5 Scattered light intensity from the Bose-Hubbard model

The formalism presented in Chapter 4, in particular Section 4.2, can be directly applied

to analyse the scattered intensity from a gas in an optical lattice.
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Figure 8.8: Connected density-density correlations at fixed T and changing J . Compar-
ison between the Bogoliubov approximation and Quantum Monte Carlo for a 2D Bose-
Hubbard model in a square lattice with linear lattice size Ns = 16, U = 1, T = 0.05U ,
and NMax= 20. The total density is listed in the figure and the condensate density,
and condensate depletion are shown in Fig. 8.3. The density is used in the Bogoliubov
approximation to compute the condensate density ρ0 self-consistently from Eq. (8.21).
The correlations in the Bogoliubov approximation are computed using Eq. (8.30). The
correlations are shown along the diagonal in the lattice.

8.5.1 Single-species 87Rb gas

As an example of the application of the optical diagnostics techniques presented in this

thesis to the Bose-Hubbard model, the single-species 87Rb gas is analysed. The lattice

confinement along the z direction is taken as ωz = 10
√

2ER/~, and the lattice depth is

fixed at s = 25. The parameter κ [Eq. (4.16)] is fixed to 1.05. In the single-species case,

and using the same set of states and illuminating transitionused byDouglas and Burnett [31],

the ground-state is taken to be

|g〉 = |52S1/2, F = 2, mF = 2〉 (8.34)

and the excited state

|e〉 = |52P3/2, F = 3, mF = 3〉. (8.35)

When illuminated with σ+-polarised light, the resulting transition is cycling [Fig. 8.9].

The corresponding dipole matrix element can be computed from Eq. (4.20) taking into
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8.5.1. Single-species 87Rb gas

|e〉

|g〉

σ+σ−

Figure 8.9: Transitions induced with σ+ illumination in the particular case of 87Rb

studied in this chapter. This is a cycling transition: |g〉 σ+

→ |e〉 σ−

→ |g〉.

account that there is no sum over states g. The result is

M
gg
gg =

1

4
(3 + cos 2θ) (8.36)

Hence, the elastic component of the scattered light intensity is [Eq. (4.27)]

Ie(∆k) = α∆kBM
gg
gg|u∆̄k|2n2. (8.37)

Here, n is the total atomic density at a site and the diffraction factor is defined in Eq. (4.36).

The Debye-Waller factor α∆k is defined in Eq. (4.22). For the single-species bosonic gas,

there is no broken translation symmetry, hence, the elastic component only has the triv-

ial diffraction peak in the forward direction. Using Eq. (4.49), the losses to higher bands

can be computed

Ihb(∆k) = BN [1 − α∆k] M
gg
gg, (8.38)

where N is the number of atoms in the lattice.

The inelastic component of the scattered intensity for a homogeneous bosonic single-

species gas in the Bogoliubov approximation can be written by combining Eqs. 8.30 and

4.23,

IBi (∆k) =
ρ0Bα∆kM

gg
gg

N2
s

∑

q 6=0

(uq − vq)2
[
|u∆̄k−q|2nq + |u∆̄k+q|2(1 + nq)

]

+
Bα∆kM

gg
gg

N4
s

∑

q,q′ 6=0

{(
uquq′ + vqvq′

)2 |u∆̄k−q+q′ |2nq(1 + nq′)

+

(
uqvq′ + vquq′

)2

2

[
|u∆̄k−q−q′ |2nqnq′ + |u∆̄k+q+q′ |2(1 + nq)(1 + nq′)

]}
.

(8.39)

Equation (8.39) is equivalent to the results of [31, 103]. The Quantum Monte Carlo code

outputs an estimate for the full density-density correlations
〈
n̂jn̂j

〉
, that is, it does not
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Figure 8.10: Angular dependence of the scattered light intensity for a small lattice in
the Bogoliubov regime, at fixed T and changing J along the φ = π/4 direction. This
figure compares QMC results with the Bogoliubov approximation for a 2D Bose-Hubbard
model in a square lattice with linear lattice size Ns = 16,U = 1, T = 0.05U , and NMax=
20. The curves in these figures are computed from the correlation functions shown in
Fig. 8.8.

separate between connected and disconnected components. The elastic component of

the scattered light can be computed directly using the total density in Eq. (4.27). The

inelastic intraband component [Eq. (4.23)] is computed by subtracting the elastic com-

ponent to the whole signal:

IQMC
i (∆k) = α∆kBM

gg
gg

∑

i,j

ei∆k·(ri−rj) 〈n̂in̂j

〉
c. (8.40)

The angular dependence of the scattered light for the different cases studied in the pre-

vious section are analysed below.

8.5.2 Small lattices in the Bogoliubov regime

The results are shown in Fig. 8.10. The scattered light has been computed using the

density-density correlation functions shown in Fig. 8.8. The scattered light is sensitive to

differences in the density-density correlations [Fig. 8.8]. For J ∼ U , the Bogoliubov ap-

proximation overestimates the number of inelastically scattered photons. This is due to

the fact that the Bogoliubov approximation overestimates the connected density-density
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Figure 8.11: Angular dependence of the scattered light intensity at fixed total density
and varying T along the φ = π/4 direction. This figure shows QMC results for a 2D
Bose-Hubbard model in a square lattice with linear lattice size Ns = 32, U = 1, J = 1
and NMax= 15. The total density has been kept constant, n ≈ 6.27, by changing the
input chemical potential µ. T = 0.05U corresponds to a condensate depletion ≈ 3.5%,
and T = 2.15U corresponds to a condensate depletion ≈ 9%.
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Figure 8.12: Angular dependence of the scattered light intensity for varying T with J =
U along the φ = π/4 direction. This figure shows QMC results for a 2D Bose-Hubbard
model in a square lattice with linear lattice size Ns = 32, U = 1, J = 1 and NMax= 15.
The total density is not constant. T = 0.05U corresponds to a condensate depletion of
≈ 3.5%, and T = 2.15U corresponds to a condensate depletion of ≈ 8.5%.

correlation functions, as shown in Fig. 8.8. For large values of J/U [Fig. 8.10(d)], the Bo-

goliubov approximation coincides with the QMC calculations, as is to be expected from

Fig. 8.8(d).

8.5.3 Temperature dependence in a superfluid

The inelastic component of the scattered light off a superfluid is temperature sensi-

tive. The changes occur around the forward direction Fig. 8.11. The angular depen-

dence of the scattered light at constant density for different temperatures is shown in
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8.5.4. From a Mott insulator into a superfluid

Fig. 8.11. This agrees with the results obtained using the Bogoliubov approximation of

Douglas and Burnett [31]. However, as demonstrated by Fig. 8.10, the Bogoliubov cal-

culation overestimates the amount of scattered light in the regime J ∼ U . Figure 8.12

shows the angular dependence of the scattered light for the temperature dependence at

fixed chemical potential [Fig. 8.5]. The scattered light intensity is sensitive to tempera-

ture changes, which could be used for thermometry.

8.5.4 From a Mott insulator into a superfluid

Figure 8.13 shows the changes in the scattered light across the critical region starting

in the Mott insulating phase into the superfluid [see Fig. 8.6]. Note that this is done

at a temperature T = 0.05U which is not low compared to J , even in the superfluid.

The magnitude of the scattered light intensity in Fig. 8.13 increases by two orders of

magnitude with increasing J/U . The results shown in Fig. 8.13 interpolate between the

two limiting cases studied by Douglas and Burnett [31]‡. They found that the inelastic

component of the scattered intensity is not suitable as a probe in the Mott regime. This is

due to the small number of inelastically scattered photons in the Mott lobe or close to it,

which agrees with the results from numerical computations using QMC presented here

[Fig. 8.13].

‡Using the J = 0 Mott ground state, and the Bogoliubov approximation, Douglas and Burnett [31]
studied inelastic light scattering deep in the Mott insulator, and deep in the superfluid phase.
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Figure 8.13: Angular dependence of the scattered light from the Mott insulator to a su-
perfluid along the φ = π/4 direction for a 2D Bose-Hubbard model in a square lattice
with linear lattice size Ns = 32,U = 1, T = 0.05U , andNMax= 10. (a) shows all the com-
puted curves. Note the logarithmic scale due to the fact that the scattered light increases
over an order of magnitude going from the Mott state into the superfluid regime. (b)
shows the scattered light for the first four data points, in the Mott regime. (c) shows the
scattered light for the rest of the data points, across the transition and into the superfluid.
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Chapter 9

Conclusions

So long, and thanks for all the

fish

The dolphins

¡Que inventen ellos!

Miguel de Unamuno

9.1 Summary of key results

In this thesis, light scattering off atoms loaded in optical lattices has been analysed. The

general formalism has been presented in Chapter 4. This formalism is general, and can

be directly applied to any gas provided that the correlations of the system can be com-

puted. Specifically, it has been shown how calculations from condensed matter can be

directly used to compute experimental observables in the analogue systems realised with

ultracold gases in optical lattices. This calculation can be in the form of a Dyson pertur-

bation series, or the output of a Quantum Monte Carlo simulation. The computations

presented in Chapters 5, 6 and 7 are for the particular case of the 2D repulsive Hubbard

model at half-filling in the square lattice. However, the formalism presented in Chap-

ter 4 can be applied to any other system for which the correlations can be computed.

This was demonstrated in this thesis for the bosonic Hubbard model in Chapter 8. If

other lattice configurations are realised, say, a hexagonal lattice, applying the methods
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presented in this thesis is quite straightforward. MFT or beyond MFT correlation func-

tions can be computed, depending on the complexity of the calculation. In the case of

the Hubbard model in the hexagonal lattice, the RPA calculation can be done too [87].

To apply the methods presented here to other atomic systems and lattice correlations

can be done by: choosing an atom, choosing a level structure, computing the possible

transitions [Eq. (4.20)], and use the necessary correlations functions in Eqs. (4.27), (4.28),

and (4.49) for the intensity or Eqs. (4.39), and (4.40) for the spectrum.

One of the key results of this thesis is derived from applying the general formalism

to an experimentally relevant case. It has been shown that the AFM ordering pattern in

the system can be accurately detected by studying the elastic component of the scattered

light. If the magnetic peaks are not accessible, it has also been proven that the inelastic

component conveys information about the atomic correlations. This can be also used to

probe the system. In particular, it has been shown that changes in the inelastic compo-

nent of the scattered light can be used to detect changes in the different susceptibilities

of the system, and that these susceptibilities can be geometrically separated. Apart from

magnetic correlations, the scattered light can be used as a temperature probe. Also, if

the scattered light spectrum is accessible, it has been shown to be a very powerful probe

which is able to reveal the excitations of the system, both, single-particle and collec-

tive modes. Conversely, the formalism presented in Chapter 4 can be used to determine

which correlations are being probed for systems for which there are no theoretical results

available.

9.2 Future prospects

The work presented in this thesis can be extended in many directions. Here, some of the

possible routes to be taken are listed. Starting with the specific case of modelling the

AFM state of the two-species fermion gas in optical lattices, the natural step to be taken

would be to extend the treatment to finite temperatures. This extension could be made

principally in two different ways: the first way to approach the problem remains analyt-

ical. In particular, extending the RPA calculation to finite temperatures should offer a

better quantitative way of analysing the temperature detection accuracy achievable. On

the other hand, the different existing approaches to the finite-temperature 2D Hubbard
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9.2. Future prospects

model already published in the literature can be taken advantage of. For example, using

the Non linear σ model calculation of [16], the finite-temperature scattered light inten-

sity and spectrum could be computed. In a completely different approach, given that

the Hubbard model reduces to the Heisenberg model in the large U limit, and given that

the Heisenberg model can be efficiently simulated at finite temperatures using Quantum

Monte Carlo methods, the finite temperature scattered light can be studied by means

of QMC. This treatment does not take into account the effect of single-particle excita-

tions. However, for large U , single-particle are gapped and clearly separated from the

collective mode. The second way to improve the analysis presented in this thesis is to

include inhomogeneity effects. In particular, taking into account the harmonic trap. In

1D, it has been demonstrated for the single-species non-interacting Fermi gas that the

harmonic trap has a beneficial effect in the detection accuracy [104]. This can be done

with relatively less technical difficulties in the bosonic case*

In the case of the bosonic Hubbard model, the next step to be carried out is clear. The

results of Section 8.5, have to be analysed using the methods of Chapter 6, which would

determine quantitatively the achievable detection accuracy. The spectrum of the Bose-

Hubbard model can also be studied using QMCmethods. For example, Pippan et al. [92]

studied the excitation spectra of the one-dimensional case. The results of such simula-

tions can be directly used to compute the scattered light spectrum.

*The current version of the ALPS codes [3] can easily be used to simulate a trapped ultracold gas. How-
ever, correlation measurements are not implemented by default for the inhomogeneous gas due to the lost of
translation invariance. Without translation invariance, the number of values to be stored can easily become
too large and it is switched off by default.
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Appendix A

Hubbard model susceptibilities

In this Appendix, the calculation of theMFT andRPA susceptibilities presented in Secs. 3.2.1

and 3.3 is outlined. In particular, the RPA series is calculated for the charge ρ̂ [Eq. (3.45)],

longitudinal spin Ŝz [Eq. (3.46)] and transverse spin Ŝ+, Ŝ− [Eqs. (3.48) and (3.49)]. The

calculation is done via a diagrammatic expansion. As shown in Section 3.2.2, the MFT

susceptibilities and structure factors [Eqs. (4.29) and (4.41)] can be calculated directly

from the MFT Hamiltonian [Eq. (3.16)] and the Bogoliubov transformation [Eq. (3.13)].

Here, the susceptibilities are rederived to illustrate the diagrammatic method in the sim-

Figure A.1: Diagrammatic representation of the interaction vertices, spin densities, and
Green’s function needed for the RPA calculation of the susceptibilities. (a) and (b) inter-
action vertices [Eq. (A.1)], (c) density operator [Eq. (3.24)], (d) spin projection on the z
direction [Eq. (3.20)], (e) spin raising operator [Eq. (3.23)] and (f) MFT Green’s function
[Eq. (A.6)].
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Hubbard model susceptibilities

plest case, and to be used in the RPA calculation. The perturbation expansion in the sdw

AFM state is different from the usual RPA for the dielectric function, found in textbooks*.

Instead of using the non-interacting ground state as a starting point, the perturbation ex-

pansion is done using the sdw MFT ground state of Eq. (3.16) [109].

In Section 3.2, the fluctuations were dropped to obtain the MFT Hamiltonian of

Eq. (3.12). In this thesis, these fluctuations have been partially taken into account by

using the RPA susceptibilities [Sec. 3.3] and RPA-corrected order parameter [Sec. 3.3].

The full Hamiltonian [Eq. (3.1)] can be written as sum of the MFT one H [Eq. (3.12)]

and the fluctuations (the interaction part). Using the compact Nambu notation [Eq. (3.11)],

this results in

Htot =H + V0 + VQ,

V0 =
U

N2
s

RBZ∑

q,k,k′

Ψ̂
†
k+q,↑111Ψ̂k,↑Ψ̂

†
k′−q,↓111Ψ̂k′,↓,

VQ =
U

N2
s

RBZ∑

q,k,k′

Ψ̂
†
k+q,↑τττxΨ̂k,↑Ψ̂

†
k′−q,↓τττxΨ̂k′,↓. (A.1)

In the previous equation, the two matrices 111 and τττx stand for a 2×2 unit matrix and a

Pauli matrix, respectively. Their explicit expression is

111 =




1 0

0 1


 , τττx =




0 1

1 0


 (A.2)

The unit matrix takes into account that the interaction term V0 corresponds to a momen-

tum transfer within the RBZ. On the other hand, the interaction term VQ contains the

Pauli matrix τττx because it corresponds to a momentum transfer that connects the first

and the second RBZ [Fig. 3.2].

The diagrammatic representation for the terms used in the calculation is presented in

Fig. A.1. The basic components, the creation (annihilation) Nambu spinors Ψ̂
†
k
˜

g

(
Ψ̂k
˜

g

)

[Eq. (3.11)], are represented by a solid line with an outcoming (incoming) arrow and a

momentum and spin label. A wavy line represents the momentum transfer. When the

momentum transfer happens within the RBZ, the presence of a unit matrix 111 is denoted

by a filled circle. Momentum transfers between two RBZ, which require a Pauli matrix τττx

are denoted by an open square. The interaction vertices V0 and VQ appear in Fig. A.1(a)

and (b), respectively. Interactions are represented with a dashed line, and aside from the

*For example, [20, 35, 77].
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Hubbard model susceptibilities

corresponding matrix (111 or τττ x), each interaction vertex carries a factor of −iU/N2
s . The

diagrammatic representation of the different operators (total density, longitudinal, and

transverse spin) is shown in Figs. A.1(c)-(e).

As mentioned, the perturbation is performed around the spin density wave ground

state |Ψsdw〉. For this ground state, the bare Green’s function at zero temperature can also

be written as a 2×2 matrix in terms of the Nambu spinors [Eq. (3.11)]

iGGG(0)
g (k

˜
, t′ − t) = 〈Φsdw|T Ψ̂k

˜
,g(t′)Ψ̂†

k
˜

,g(t)|Φsdw〉 =
q, g

t t′ . (A.3)

The Feynman rules listed above can be derived from the full Green’s function perturba-

tion expansion. The formalism for the matrix perturbation expansion is similar to the

BCS superconductivity case [77, 108]. The exact Green’s function can be written as

iGGGg(k
˜

, t′ − t) =

〈
Φsdw

∣∣∣∣∣∣
T Ψ̂k

˜
,g(t′) exp



−i

∞∫

−∞
dt̄
[
V0(t̄) + VQ(t̄)

]


Ψ̂

†
k
˜

,g(t)

∣∣∣∣∣∣
Φsdw

〉

c

=
∞∑

n=0

(−i)n

n!

〈
Φsdw

∣∣∣∣∣∣
T Ψ̂k

˜
,g(t′)




−
∞∫

−∞
dt̄
[
V0(t̄) + VQ(t̄)

]





n

Ψ̂
†
k
˜

,g(t)

∣∣∣∣∣∣
Φsdw

〉

c

=
∞∑

n=0

iGGG(n)
g (k

˜
, t′ − t) =

q, g
t t′ , (A.4)

where the subscript c represents only connected diagrams. In the last equation, the n-th

term in the Green’s function perturbation expansion has been implicitly defined as

iGGG(n)
g (k

˜
, t′ − t) =

(−i)n

n!

〈
Φsdw

∣∣∣∣∣∣
T Ψ̂k

˜
,g(t′)




−
∞∫

−∞
dt̄
[
V0(t̄) + VQ(t̄)

]





n

Ψ̂
†
k
˜

,g(t)

∣∣∣∣∣∣
Φsdw

〉

c
(A.5)

For notational convenience, the explicit ground state bras and kets will be dropped from

now on. All the expectations values are for the spin density wave ground state Ψsdw. The

Fourier transform of the MFT Green’s function iGGG
(0)
g (k

˜
, t′ − t) can be directly calculated

from the MFT Hamiltonian [Eq. (3.16)] and the Bogoliubov transformation [Eq. (3.13)].

This results in

iGGG(0)
g (k

˜
, ω) =

∫ ∞

−∞
dteiωtiGGG(0)

g (k
˜

, t) =
i

(~ω)2 − E2
k
˜

+ iδ



~ω + ǫk

˜
∆g

∆g ~ω − ǫk
˜


 . (A.6)

The diagrammatic representation of iGGG
(0)
g (k

˜
, ω), a solid line with momentum, frequency,

and spin labels, is shown in Fig. A.1(f). In a similar manner, the Feynman rules for the
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A.0.1. Mean-field susceptibilities

susceptibilities can be derived from the general expression for the perturbation expan-

sion. For the susceptibilities defined in Eq. (3.19), the general expression for one of the

components of the matrix is given by

χij(q, q′; t) =
i

2N2
s

〈
T Ôi(q, t) exp




−i

∞∫

−∞
dt̄
[
V0(t̄) + VQ(t̄)

]



Ôj(q
′, 0)

〉

c

=
i

2N2
s

∞∑

n=0

(−i)n

n!

〈
T Ôi(q, t)





∞∫

−∞
dt̄
[
V0(t̄) + VQ(t̄)

]




n

Ôj(q
′, 0)

〉

c

(A.7)

=
∞∑

n=0

χij
(n)(q, q′; t) (A.8)

The n-th order term for the perturbation series of the susceptibility has been defined

implicitly as

χij
(n)(q, q′; t) =

i

2N2
s

(−i)n

n!

〈
T Ôi(q, t)





∞∫

−∞
dt̄
[
V0(t̄) + VQ(t̄)

]




n

Ôj(q
′, 0)

〉

c

. (A.9)

A.0.1 Mean-field susceptibilities

In this section, the calculation of the MFT susceptibilities listed in Section (3.2.1) is de-

tailed. The calculation of only one susceptibility is shown in detail as the process is

equivalent for the rest. Within the MFT approximation, the susceptibilities can be repre-

sented diagrammatically with the so-called bubble diagrams [Eqs. (A.10), and (A.13)]. For

the transverse spin susceptibility [Eq.(3.35)] corresponds to the following diagrams,

χχχ+−
(0) (q, t) =




χ+−
(0) (q

˜
, q
˜

; t) χ+−
(0) (q

˜
, q
˜

+ Q; t)

χ+−
(0) (q

˜
+ Q, q

˜
; t) χ+−

(0) (q
˜

+ Q, q
˜

+ Q; t)




=




q

˜

k
˜

↑

q

˜
k
˜

+ q

˜
↓

0t

q

˜

k
˜

↑

q

˜
+ Q

k
˜

+ q

˜
↓

0t

q

˜
+ Q

k
˜

↑

q

˜
k
˜

+ q

˜
↓

0t

q

˜
+ Q

k
˜

↑

q

˜
+ Q

k
˜

+ q

˜
↓

0t




(A.10)

To illustrate the computational procedure, the detailed computation of the first diag-

onal element of the transverse spin susceptibility in the equation above [Eq. (A.10)] is
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A.0.1. Mean-field susceptibilities

shown below. The trick resides in expanding the matrix product in Nambu space be-

fore doing the contractions. Once the contractions have been made, the matrix structure

is recovered again. Inserting the raising and lowering spin operators [Fig. A.1](e) into

Eq. (A.9) with n = 0, the first diagonal element of the MFT transverse spin susceptibility

[Eq .(A.10)] is computed as follows

χ+−
(0) (q

˜
, q
˜

′; t) =
2i

2N2
s

RBZ∑

k,k′

〈
T Ψ̂

†
k+q

˜
,↑(t)111Ψ̂k,↓(t)Ψ̂†

k′−q

˜
′,↓(0)111Ψ̂k′,↑(0)

〉

c

=
i

N2
s

RBZ∑

k

∑

a,b
c,d

〈
T Ψ̂

†
k+q

˜
,↑(t)a111abΨ̂k,↓(t)bΨ̂

†
k′−q

˜
′,↓(0)c111cdΨ̂k′,↑(0)d

〉

c

=δq

˜
,q
˜

′
−i

N2
s

RBZ∑

k,k′

∑

a,b
c,d

iGGG
(0)
↓ (k, t)da111abiGGG

(0)
↑ (k + q

˜
, −t)bc111cd

=δq

˜
,q
˜

′
−i

N2
s

RBZ∑

k

TrTrTr
[
111iGGG

(0)
↓ (k, t)111iGGG

(0)
↑ (k + q

˜
, −t)

]
.

=δq

˜
,q
˜

′χ+−
(0) (q

˜
, q
˜

; t) (A.11)

The trace is over the Nambu matrices. The minus sign appears because of the anticom-

mutation operator needed to write iGGG
(0)
↓ (k, t). This is an example of the Feynman rule

that assigns a factor of (−1) to each fermion closed loop. In frequency space,

χ+−
(0) (q

˜
, q
˜

′; ω) = δq

˜
,q
˜

′
i

N2
s

RBZ∑

k

∫
dν

2π
TrTrTrGGG

(0)
↓ (k, ν)GGG

(0)
↑ (k + q

˜
, ω + ν). (A.12)

For the density and the longitudinal spin operators, the MFT diagrams are given by

χχχρρ
(0)(q˜

, t) =




χρρ
(0)(q˜

, q
˜

, t) χρρ
(0)(q˜

, q
˜

+ Q, t)

χρρ
(0)(q˜

+ Q, q
˜

, t) χρρ
(0)(q˜

+ Q, q
˜

+ Q, t)




=




q

˜

k
˜

g

q

˜k
˜

+ q

˜
g

t′t

0

0
q

˜
+ Q

k
˜

g

q

˜
+ Q

k
˜

+ q

˜
g

t′t




. (A.13)

In the previous equation, the sums over momentum k
˜
and spin g are not written explic-

itly. In the second line, the fact that the diagonal terms are zero has been taken into
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A.0.2. RPA susceptibilities

account

χχχρρ
(0)(q˜

, t) =
q

˜

k
˜

g

q

˜
+ Q

k
˜

+ q

˜
g

t′t

= χρρ
(0)(q˜

, q
˜

, t) =
q

˜
+ Q

k
˜

g

q

˜k
˜

+ q

˜
g

t′t

= 0. (A.14)

At the MFT level, the longitudinal spin susceptibility coincides with the density suscep-

tibility [Eq. (3.34)],

χχχρρ
(0)(q˜

, t) = χχχzz
(0)(q

˜
, t). (A.15)

Hence, χχχzz
(0)(q˜

, t) has the same diagrammatic form as χχχzz
(0)(q˜

, t).

A.0.2 RPA susceptibilities

The RPA results from a partial summation of Eq. (A.8) in which only terms that can be

written as products of bubble diagrams are considered. The RPA series can be summed to

infinite order analytically because it is a geometric series. The first few terms of the RPA

series for the density and transverse spin susceptibility are shown in Figs. A.2 and A.3.

The second term in Fig. A.2 corresponds to the first order correction to the density-

density susceptibility. It can be computed inserting the Nambu total density operator

[Fig. A.1(c)] into Eq. (A.9) with n = 1. The result is

χρρ
(1)(q˜

, q
˜

; t) =2

(
i

2N2
s

)(
−iU

N2
s

) RBZ∑
k,k′

∫∞

−∞
dt′

[
TrTrTrGGG

(0)
↑

(k,t−t′)GGG
(0)
↑

(k+q

˜
,t′−t)TrTrTrGGG

(0)
↓

(k′,t′)GGG
(0)
↓

(k′+q

˜
,−t′)

+TrTrTrGGG
(0)
↑

(k,t−t′)τττ xGGG
(0)
↑

(k+q

˜
,t′−t)TrTrTrGGG

(0)
↓

(k′,t′)GGG
(0)
↓

(k′+q

˜
,−t′)τττ x

]

(A.16)

= − U

∫ ∞

−∞
dt′χρρ

(0)(q˜
, q
˜

; t − t′)χρρ
(0)(q˜

, q
˜

; t′). (A.17)

Note that the factor of 2 in Eq. (A.16) results from the sum over spins in the den-

sity operator [Figs. A.1(c) and A.2], and the fact that the bubbles are spin independent.

The second line in Eq. (A.16) is zero because it is proportional to
∫

dt′χρρ
(0)(q˜

, q
˜

+ Q; t −

t′)χρρ
(0)(q˜

, q
˜

+Q; t′), which is zero by Eq. (A.14). χχχρρ
(0) is a diagonal matrix in Nambu space.

If only bubble contributions are considered in Eq. (A.8), the resulting frequency space
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A.0.2. RPA susceptibilities

Figure A.2: Diagrammatic representation of the RPA series for the density susceptibility.
The first order term is the MFT bubble. The sums over internal momenta k, k′, k′′, and
frequencies ν, ν ′, ν ′′ have not been written explicitly. ḡ stands for the opposite spin of g.

RPA series factorises and can be summed as a geometric series,

χχχρρ
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, ω) =χχχρρ
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(0)(q˜
, ω)

]−1
. (A.18)

This corresponds to Eq. (3.45). The same type of calculation for the longitudinal spin

operator Ŝz leads to a similar result. At the RPA level, the density and longitudinal spin

susceptibilities do not coincide. For the longitudinal spin susceptibility, the RPA series is

equivalent to the one shown in Fig. A.2, except that each of the spin operators [Eq. (3.20)

and Fig. A.1(d)] has a spin dependent factor η(g) [Eq. (3.5)], which in terms where the

number of bubbles is odd leads to an extra factor of (−1). Thus,
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=χχχzz
(0)(q

˜
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, ω)
]−1

. (A.19)

This corresponds to Eq. (3.46).

The RPA series for the transverse susceptibility is depicted in Fig. A.3(c). To derive

this series, the interaction term has to be rewritten in a different form to ∼ Uρ̂↑ρ̂↓ as

for Eq. (A.1). The computation can be simplified if the interaction term is written ∼
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Figure A.3: Diagrammatic representation of the alternative form of the interaction
vertices suited to computing the transverse spin susceptibility for (a) Eq. (A.20); (b)
Eq. (A.21). In (c), we show the RPA series for the transverse spin susceptibility. The sums
over internal momenta k, k′, k′′, and frequencies ν, ν ′, ν ′′ have not been written explicitly.

−UŜ+Ŝ− [45]. In particular, the interaction can be rewritten as

Ṽ0 = − U

N2
s

RBZ∑

q,k,k′

Ψ̂
†
k+q,↑111Ψ̂k,↓Ψ̂

†
k′−q,↓111Ψ̂k′,↑, (A.20)

ṼQ = − U

N2
s

RBZ∑

q,k,k′

Ψ̂
†
k+q,↑τττxΨ̂k,↓Ψ̂

†
k′−q,↓τττxΨ̂k′,↑. (A.21)

The rewritten interaction vertices are shown in Fig. A.3(a), (b). Using these tilded interac-

tion vertices, the RPA series has an equivalent structure to that of the density [Eq. (A.18)]

and the longitudinal spin [Eq. (A.19)]. For example, the second and third diagrams in

Fig. A.3(c) can be computed using the tilded interaction vertices [Eqs. (A.20) and (A.21)]

in Eq. (A.8). This results in
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=U
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. (A.23)

The factor of 2 in the first line of the right-hand side of Eq. (A.23) is due to the defi-

nition of the raising and lowering spin operators [Eq. (3.23) and Fig. A.1(e)].

The remaining components of χχχ+−
(1) (q, ω) can be evaluated in a similar manner. The

time dependent full matrix first order term takes the following form:

χχχ+−
(1) (q

˜
, t) = U

∫ ∞

−∞
dt′χχχ+−

(0) (q
˜

, t − t′)χχχ+−
(0) (q

˜
, t′). (A.24)

Fourier transforming the previous equation, the susceptibilities factorise and the series

takes a similar form as Eq. (A.18) and (A.19), but in this case, the matrices are not di-

agonal. Hence, for the transverse susceptibility, the RPA series can also be summed as a

geometric series, which results in

χχχ+−
RPA(q

˜
, ω) = χχχ+−

(0) (q
˜

, ω)
[
111 − Uχχχ+−

(0) (q
˜

, ω)
]−1

. (A.25)

This corresponds to Eq. (3.47).
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